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1 Introduction

Eackground

This report describes simplified procedures for eutrophication assessment
and prediction. These techniques, initially developed for use at U.S. Army
Corps of Engineer (CE) reservoirs, are based upon. research previously
described in a series of technical reports. These reports describe database
development (Report 1; Walker 1981); model testing (Report 2; Walker
1982); model refinement (Report 3; Walker 1985); and applications proce-
dures (Report 4; Walker 1987). Reported here is detailed information con-
cerning application of the latest versions o)f these techniques using a
DOS-based personal computer and also reported is an update of the original
applications manual (i.e., Report 4).

Three computer programs facilitate data reduction and model implementa-
tion. While the assessment procedures and programs can be "run" based
upon the information contained in this report, their intelligent "use" requires
an understanding of basic modeling concepts and familiarity with the support-
ing research. Review of the above research reports and related references on
this topic (see References and Bibliography) will facilitate proper use of the
tedhniques described below.

Eutrophication can be defined as the enrichment of water bodies leading to
an excessive production of organic materials by algae and/or aquatic plants.
This process has several direct and indirect impacts on reservoir water quality
and beneficial uses. Common measures of eutrophication include total nutri-
ent concentrations (phosphorus and nitiogen), chlorophyll a (a measure of
•. algal density), Secchi depth (a measure of transparency), organic nutrient
forms (nitrogen and carbon), and hypol imnetic dissolved oxygen depletion.

The basis of the modeling approach dc&;cribed below is to relate eutrophi-
cation symptoms to external nutrient loadings, hydrology, and reservoir mor-
phometry using statistical models derived from a repretsentative cross section
of reservoirs. Whena applied to existing reservoirs, the models provide a
framework for interpreting water quality monitoring data and predicting
effects of fuiture changes in external nutrient loadings. The models can also

e used to predict water quality conditions in a proposed reservoir.
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Three basic phases are involved in applying the methodology to an~ existing

or proposed reservoir:

a. Analysis and reduction of tributary water quality data.

b. Analysis and reduction of pool water quality data.

c. Model implementation.

A separate computer program has been developed for each phase. The data-
reduction phases are critical steps in the modeling process. The programs can
also be used in other aspects of reservoir operation and management, includ-
ing monitoring program design and generalized data analysis. The model
implementation program is designed so that it can be applied to a single reser-
voir (mixed or spatially segmented), networks of reservoirs (hydrologically
linked), or collections of reservoirs (hydrologically independent). 1'he last
type of application can support regional comparative assessments of reservoir
conditions and controlling factors.

This report is organized in four chapters. Chapter 1 reviews basic empiri-
cal modt.ling concepts, presents an overview of the assessment procedures
which have been developed for reservoir application, and summarizes basic
data requirements and recommended monitoring strategies. Chapter 2
describes the FLUX program, which is designed for analysis and reduction of
tributary monitoring data. Chapter 3 describes PROFILE, a lprograin
designed for analysis and reduction of pool monitoring data. Chapter 4
describes BATHTUB, a program designed for model implementation. Appen-
dix A describes the necessary procedutes for installing the program.% on an
IBM-compatible personal computer.

Several levels of involvement are offered to potential users of this
methodology. The following steps are suggested:

Step I: Review summiary information (Chiapter 1).

Step 2: Review supporting research and basic reference documents.

Step 3: Review program documentation (Chapters 2, 3, and 4).

Step 4: Review documented output listings.

Step 5: Acquire and install programs~ (Appendix A) on an accessible corin-
puter system.

Step 6: Run programs using several sample inp~ut files provided.

Step 7. Apply program to user-defined problems.

1-2Chapter 1 Introduction



The above procedures provide a gradual and logical introduction of the tech-
niques and a foundation for their application in a reservoir management
context.

Eutrophication ki, odeling Techniques

Models for reservoir eutrophication can be broadly clessified as theoretical
or empirical. While all models are empirical to some extent, they are distin-
guished by their levels of empiricism. General characteristics and limitations
of these model types are discussed below.

Theoretical models generally involve direct simulation of physical, chemi-
cal, and biological processes superimposed upon a simulation of reservoir
hydrodynamics. These methods generally have extensive resource require-
ments in terms of input data, computing facilities, and user expertise. They
can be useful for problems requiring high spatial and temporal resolution
and/or simulation of cause-effect relationships which cannot be represented
using simpler models. Their relative complexity does not guarantee that simu-
lation models are more accurate or more reliable than simplified models for
certain types of applications.

Although based upon theoretical concepts (such as mass balance and nutri-
ent limitation of algal growth), empirical models do not attempt explicit
simulation of biochemical processes and use simplified hydrodyiiamic repre-
sentations. They generally deal with spatially and temporally averaged condi-
tions. The simple structures, low resolution, limited number of input
variables, and initial calibration to data from groups of impoundments result
in relatively low data requirements. At the same time, the above characteris-
tics limit model applicability. In one sense, empirical models attempt to
"interpolate" the gross resnonses of a given impoundment, based upon
observed responses of oth-er impoundments and levels of certain controlling
variables. They also provide a quantitative framework for interpreting moni-
toring data from a given impoundment and describing eutrophication-related
water quality conditions and controlling factors both in absolute and relative
terms.

Empirical model structures and evolution

Empirical prediction of reservoir eutrophication can be described as a two-
stage procedure involving the following types of models:

a. Nutrient Balance Models. These relate pool or discharge nutrient lev-
els to external nutrient loadings, morphometry, and hydrology. (Note
that the term "pool" refers to the lake or reservoir impounded by a
dam.)

Chapter 1 Introduction 1-3
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b. Eutrophication Response Models. These describe relationships among
eutrophication indicators within the pool, including nutrient levels,
chlorophyll a, transparency, and hypolimnetic oxygen depletion.

Generally, models of each type must be linked to relate external nutrient
loadings to reservoir water quality responses. In the absence of loading infor-
mation, however, application of eutrophication response models alone can pro-
vide useful diagnostic information on existing water quality conditions and
controlling factors.

The literature contains a wide array of empirical eutrophication models
which have been calibrated and tested using data from various lake and/or res-
ervoir data sets. Many of these models, particularly the early ones, were
based primarily upon data from northern, natural lakes. While the equations
and coefficients vary considerably among the lake models, they share the same
sets of variables and basic assumptions, as depicted in Figure 1. I.

INFLOW
TOTAL P

MEAN DEPTH- TOTAL P CHL- A - SECCHI

HYDRAULIC
RESIDENCE TIME

Figure 1. 1. Control pathways in empirical eutrophication models devel-

oped for northern lake applications

Inputs to these models can be summarized in three terms:

a. Inflow total phosphorus concentration. External loading/discharge
rate, a nutrient supply factor.

b. Mean depth. Reservoir volume/surface area, a morphometric factor.

c. Hydraulic residence time. Reservoir volume/discharge rate, a hydro-
logic factor.

Empirical nutrient balance models have generally evolved from a simplistic
"black-box" model which represents the impoundment as a continuous stirred-
tank reactor at steady state and the sedimentation of phosphorus as a first
order reaction. Phosphorus is assumed to control algal growth and other
eutrophication-related water quality conditions. Response models generally
consist of bivariate regressiop. equations relating each pair of response mea-
surements (e.g., phosphorus/chlorophyll, chlorophyll/transparency).

"1-4 Chapter I Introduction
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In adapting these models for use in CE and other reservoirs (Walker 1981,
1982, 1985), modifications have been designed to include additional input var-
iables, controlling factors, and response variables, as depicted in Figure 1.2.
Table 1. 1 compares the variables and assumptions of the reservoir models
documented in this manual. The reservoir modifications are designed to
improve generality by incorporating additional independent variables and con-
trolling factors found to be important in model testing.

HYPOLIMNETIC 02
MEAN HYPOLIMNETIC DEPTH DEPLETIOh1 RATE

INFLOW TOTAL METALIMNETIC 0,
DEPLETION RATE

INFLOW ORTH-O-I RESERVOIR

CE T••TOTAL PN

MEAN TOTAL DEPTtH TTL

RESERVOIR HLOROPH-YLL.A
FIYD. RESIDENCE TI1ME rOTAL N

INFLOW TOTAL N

SECCHII
INFLOW INORGANIC N

SUMMER FLUSHING RATE ORGANIC N

MEAN DEPTH OF TOTAL P-ORTHO-P

MIXED LAYER

NONALGAL TIRUSIDITY

Figure 1.2. Control pathways in empirical eutrophication models devel-
oped for CE reservoir applications

Refinements are focused in the following areas:

a. Effects of nonlinear sedimentation kinetics on nutrient balances. A
second-order kinetic model appears to be more general than a first-
order model for predicting both among-reservoir, spatially averaged
variations and within-reservoir, spatial variations.

b. Effects of inflow nutrient partitioning (dissolved versus particulate or
organic versus inorganic) on nutrient balances and chlorophyll a levels.
Because of differences in biological availability and sedimentation
rates, reservoir responses appear to be much more sensitive to the
ortho-phosphorus loading component than to the nonortho (total minus
ortho) component.

0
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Table 1.1
Comparison of Lake and Reservoir Empirical Eutrophication Models

Model
Characteristics Lake Models Reservoir Models

Input Inflow total P concentration Inflow total P concentration
variables Mean depth Inflow ortho-P concentration

Annual hydraulic residence Inflow total N concentration
time Inflow inorganic N

Mean hypolimnetic depth conoentration

Mean depth
Mean hypolimnatic depth
Mean depth of mixed layer
Seasonal hydraulic residence

time
Nonalgal turbidity

Spatial Mixed Mixed or spatially segmented
variability

Temporal Steady state Steady state
variability

Nutrient Linear (first-order) Nonlinear (second-order)
eedimentation
kinetics

Factors Phosphorus Phosphorus
controlling Nitrogen
algal growth Light

Flushing rate

Output Total phosphorus Total phosphorus
variables Chlorophyll a Total nitrogenSTransparency Chlorophyll a

Hypolimnetic oxygen Transparency
depletion Nonortho-phosphorus

Organic nitrogen
Hypolimnetic oxygen

depletion
Motalimnatic oxygen

depletion

c. Effects of seasonal variations in nutrient loadings, morphtometry, and
hydrology on nutrient balances. Pool water quality conditions are
related more directly to seasonal than to annual nutrient balances in
impoundments with relatively high flushing rates.

1-6 Chapter 1 Introduction
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d. Effects of algal growth limitation by phosphorus, nitrogen, light, and
flushing rate on chlorophyll a concentrations. Simple phosphorus/
chlorophyll a relationships are of limited use in reservoirs because
nitrogen, light, and/or flushing rate may also regulate algal growth,
depending upon site-specific conditions.

e. Effects of spatial variations in nutrients and related variables, as con-
trolled by reservoir nlorphometry, hydrology, and the spatial distribu-
tion of tributary nutrient loads. Nutrient-balance models can be
implemented in a spatially segmented framework which accounts for
advection, dispersion, and sedimentation to predict water quality varia-
tions among and within major tributary arms. This spatial resolution
can be important for evaluating impacts on reservoir uses, depending
upon locations of water-use points (e.g., water-supply intakes, bathing
beaches, parks, fishing areas, and/or wildlife refuges).

Model structures have been tested against several independent reservoir data
sets. Details on model development and testing are described in the support-
ing research reports (Walker 1982, 1985).

Applications

Potential model applications can be classified into two general categories:
diagnostic and predictive. Characteristics and limitations of these applications
are described below.

In a diagnostic mode, the models provide a framework for analysis and
interpretation of monitoring data from a given reservoir. This yields perspec-
tiv.; on eutrophication-related water quality conditions and controlling factors.
Assessments can be expressed in absolute terms (nationwide, e.g., with
respect to water quality objectives, criteria, or standards) and/or relative terms
(e.g.,.comparisons with other impoundments, or regionally). Using routines
and statistical summaries included in the BATHTUB program, observed or
predicted reservoir characteristics can be ranked against characteristics of CE

reservoirs used in model development.

In a predictive mode, the models are used to proJect future conditions in
either existing or planned reservoirs. The distinction between the two types of
predictive applications is important. In the first case, monitoring data from an
existing reservoir can be used, in combination with the models and diagnostic
analyses, as a "starting point" for "extrapolation" to future conditions.
Because of the opportunity for site-specific calibration, projections of future
conditions in an existing reservoir are generally -jbject to less uncertainty
than proJections of water quality conditions in a proposed reservoir.

In a predictive mode, the models project steady-state responses to changes
in controlling variables which are explicitly represented in the model network
(Figure 1.2). Such projections can be used in impact assessments and in

Chapter 1 Introduction 1-7



evaluations of water-quality-control strategies. For example, future scenarios
involving changes in seasonal or annual-mean values of the following factors
can be evaluated:

a. Inflow nutrient concentrations or loadings (total phosphorus, ortho
phosphorus, total nitrogen, and/or inorganic nitrogen).

b. Pool elevation, as it influences mean depth, mixed-layer depth, mean
hypolimnetic depth, and hydraulic residence time.

c. Inflow volume and changes in hydraulic residence time.

d. Pool segmentation, as it influenues longitudinal nutrient transport, sedi-
mentation, and the spatial distribution of nutrients and related water
quality conditions.

Applications of the first type are of primary importance because control strate-
gies ftor reservoir eutrophication are usually focused on external nutrient
(especially, phosphorus) supplies.

Examples of impacts and control strategies which cannot be explicitly eval-
uated with these models include the following:

a. Variations in pool level or other model input variables which occur

over time scales shorter than the growing season (typically, 6 months).

b. Changes in outlet levels.

c. Structural modifications, such as the construction of weirs.

d. Hypolimnetic aeration or destratification.

e. Other in-reservoir management techniques, including dredging
and chemical treatment to control internal nutrient recycling.

In such cases, implementation of the models in a diagnostic mode can provide
useful baseline water quality perspectives; ihowever, simulation or other
approaches must be used for predictive purposes.

Although the supporting research has focused on reservoirs, the comlputa-
tional framework can also be applied to natural lakes. Certain procedures and
concepts are essential to evaluating eutrophication problems in lakes or reser-
voirs. These include calculation or tributary nutrient loads, summary of
observed water quality conditions, construction of water balances, and con-
struction of mass balances. In adapting the empirical lake models (Figure 1. 1)
for use in reservoirs, the goal has been to increase model generality, so that
the resulting formulations can be applied within certain constraints to lakes or
to reservoirs. The limits and extent of model testing against lake data sets are
summarized in the supporting research reports (Walker 1982, 1985). Options

1-8 Chapter 1 Introduction



for implementing empirical models previously developed exclusively from lake
data sets are also included in the software.

Error, variability, and sensitivity analysis

The distinction between "error" and "variability" is important. Error
refers to a difference between an observed and a predicted mean value. Vari-
ability refers to spatial or temporal fluctuations ,n concentration about the
mean. Prediction of temporal variability is generally beyond the scope of
empirical modeling efforts, although such variability is important because it
influences th, precision of observed mean values calculated from limited mon-
itoring data.

Because both measurement and model errors tend to increase with concen-
tration scale, errors are most conveniently expressed on a percentage basis or
logarithmic scales. This stabilizes variance over the ranges of concentration
encountered, an important requirement for application of comimon statistical
techniques (e.g., regression). This report frequently uses the niean coefficient
of variation (CV) as a measure of error. The CV equals the standard error of
the estimate expressed as a fraction of the predicted value. For example, a
CV of 0.2 indicates that the standard error is 20 percent of the mean predicted
value. Assuming that the errors are log-normally distributed about the pre-
dicted value, 95-percent confidence limits can be estimated from tile following
equation:

"Y e -2 CV < y < y eCV

where

Yt = predicted mean value

CV = error mean coefficient of variation

Y = 95-percent confidence range for mean value

Magnitudes, sources, and interpretations of error are discussed below.

Error CVs for the reservoir model network (Figure 1.2) are on tile order
of 0.27 for predicting total phosphorus and 0.35 for predicting mean chloro-
phyll a. According to the above equation, these statistics translate into
95-percent confidence factors of 1.72 and 2.00, respectively. In applying
these models in a reservoir management context, limitations imposed by errors
of this magnitude are less severe than immediately apparent because of the
following factors:
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a. Despite the relatively wide cGnfidence bands, the models explain 91
percent and 79 percent of the observed variances in total phosphorus g
and chlorophyll a across reservoirs, respectively. This reflects the rel-
atively wide ranges of conditions encountered and suggests that the
models are adequate for broad comparative analyses of reservoir condi-
tions (i.e., ranking).

b. Error statistics are calculated from "imperfect" data sets. Errors are
patially attributed to random sampling, measurement, and estimation
errors in the input and output (i.e., observed) conditions, which inflate
the total error but do not reflect model performance.

c. Error magnitudes refer to predictions which are made without the bene-
fit of site-specific water quality information. In applications to existing
reservoirs, prediction errors can be reduced by calibrating the model
(adjusting certain model coefficients) so that predictions match
observed water quality conditions. The calibrated model can subse-
quently be used to project water quality changes likely to result from
changes in nutrient loads or other controlling factors.

d. Year-to-year water quality variations induced by climaie, hydrology,
nutrient loading, and other/factors are substantial in many reservoirs.
It would he difficult to detect modest errors in predicting average con-
ditions without several years of intensive monitoring.

e. Ahility to de�ine objective criteria or standards is limited. The "pen-
alty" or "risk" associated with modest errors in predicting average
responses may be low when expressed in terms of impacts on water
uses. The measured and modeled variables (chlorophyll a, etc.) are
reasonable and practical, but imperfect, surrogates for potential water-
use impacts.

f Ability to predict changes in loading resultingfrom adoption of specific
management strategies is limited. This applies particularly to imple-
mentation of nonpoint source loading controls with performances eval-
uated using watershed simulation models. In such situations, errors
associated with predicting reservoir response may be swamped by er-
rors associated with predicting loadings; i.e., the reservoir response
model may not be the limiting factor in the analysis.

Error-analysis concepts discussed below provide additional perspectives on the
above points.

Differences between observed and predicted reservoir conditions can be
attributed to the combined effects of a number of error sources, as described
below:
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a. Independent variable error. These are errors in the estimates cf model
input variables, including external nutrient loadings, flows, and reser-
voir morphometry.

b. Dependent variable error. These are errors in the estimates of mean
observed reservoir water quality conditions, based upon limited moni-
toring data.

c. Parameter error. These errors are attributed to biases or random er-
rors in the model coefficients estimated from cross-sectional data sets.

d. Model error. These errors are attributed to errors in model structure
or effects of factors which are not explicitly represented.

The user has direct control over the first two error sources (i..., independent
and dependent variable error), primarily through design and implementation of
appropriate monitoring programs and use of proper data reduction techniques.
The last two sources (i.e., parameter and model error) are also under user
control to the extent that the user selects the model(s) deemed appropriate for
specific application. Research (Walker 1981, 1982, 1985) has been directed
at minimizing the last two error sources by reviewing, screening, refining,
calibrating, and testing arrays of models which are appropriate for reservoir
applications under specific conditions.

The impacts of errors in specifying model input variables or coefficients
depend upon the sensitivities of model predictions to those inputs. Sensitivi-
ties, in turn, reflect model structure and variable ranges. A sensitivity coeffi-
cient can be conveniently expressed as a normalized first derivative, or as the
percent change in a model output variable induced by a 1-percent change in a
model input. For example, a sensitivity coefficient of 1.0 would indicate that
the output is proportional to the input; in this situation, for example, a
5-percent error in specifying the input would propagate through the model and
cause a 5-percent error in the predicted output. For a sensitivity coefficient of
0,2, however, a 5-percent input error would cause only a 1-percent output
error. Sensitivity coefficients provide insights into which model variables and
coefficients are the most important tV measure or estimate accurately.

Figures 1.3 and 1.4 display sensitivity coefficients for models predicting
mean phosphorus concentrations in reservoirs assuming first- and second-order
sedimentation reactions, respectively. In both cases, the output variable is the
error term or the ratio of the observed to the predicted mean phosphorus con-
centration. Input variables used to calculate this ratio include the observed
pool concentration, inflow concentration (flow-weighted over all sources),
flushing rate (outflow/volume), and sedimentation coefficient.

Sensitivities vary with flushing rate over the approximate range encoun-
tered in CE impoundments (median value for reservoirs used in model testing
= 7lyear. At low flushing rates (or long hydraulic residence times),
sensitivities to the sedimentation coefficient and flushirg rate are relatively
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Figure 1.3. Sensitivity analysis of first-order phosphorus sedimentation
model

high (approaching 1.0 for tie first-order model and 0.5 for the second-order
model). This reflects the relative importance of the sedimentation term in the
overall phosphorus balance of the reservoir. At high flushing rates, sensitivi-
ties to the sedimentation coefficient and flushing rate approach zero for both
models. In this situation, the sedimentation process is relatively unimportant,
and modest errors in the specified flushing rate and/or sedimentation coetfi-
cient can be tolerated without having major impacts on the predicted pool con-
centration. Because the sedimentation coefficient is estimated from highly
simplified empirical models (whereas the other input terms can be directly
measured), its sensitivity characteristics have a strong influence on model per-
formance and uncertainty over the range of flushing rates.

0
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Figure 1,.4. Sensitivity analysis of second-order phosphorus sedimenta-
tion model

Figures 1.3 and 1 .4 are intendud primarily to demonstrate sensitivity analy-J sis concepts. They also illustr-ite some important basic characteristics of
empirical nutrient balance models:

a. Sensitivities are highest for inflow and pool phosphorus concentrations
over the entire range of flushing rates. This emphasizes the impor-
tance of monitorivo, programs (tributary and pool) and data reduction
procedures to modeling efforts.

b. Because of a higher sensitivity to phosphorus sedimentation, potential
prediction errors are greater for reservoirs with lower flushing rates.
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While pool nutrient concentrations can be predicted relatively easily from
inflow concentrations in reservoirs with high flushing rates, predictions of bio-
logical responses (as measured by chlorophyll a) may be more difficult
because of temporal variability in nutrient levels (induced by storm events, for
example) and/or controlling effects of turbidity and flushing rate. The impor-
tance of obtaining accurate inflow and pool concentration estimates for model
implementation has led to the development of the computer programs
described ;n subsequent chapters. FLUX and PROFILE are designed to make
efficient use of tributary and pool monitoring data, respectively, in calculating
the required smimmary statistics.

Summary of Assessment Procedures

Figure 1.5 depicts the basic steps involved in applying the eitrophication
assessment procedures described in this and subsequent chapters. The "path-
way" comprises four general stages:

a. Problem identification.

b. Data compilation.

c. Data reduction.

d. Model implementation.

Once the user has developed a working understanding of the mtodel structures,
assumptions, and limitations by reviewing basic references and supporting
research (see References and Bibliography), most of the effort and cost would
typically be involved in the data compilation and data reduction stages. Three
computer progranms have bci,; written to assist at various stages of the analy-
sis. The functions of these programs are outlined below:

a. FLUX - estimation of tributary mass discharges (loadings) from grab
sample concentration data and continuous flow records.

b. PROFILE - display and reduction of pool water quality data.

c. BATHTUB - implementation of nutrient balance and eutrophication
response models.

Figure 1.5 summarizes the basic inputs, functions, and outputs of each sup-
porting program. This chapter provides an overview of each analytical stage.
Details are given in subsequent chapters, along with examples and guidance
for use of the computer software.

0
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Figure 1,5. Assessment pathways

Problem identification

The problem identification stage defines the scope of the modeling effort.

The following factors are specified:

a. The reservoir, watershed, and water uses.

b. Water quality standards and management objectives.

c. Whether the reservoir is existing or planned.

d. Specific management strategies or impacts to be evaluated.

0
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e. Types of evaluations to be performed.

(1) Diagnostic. 0
(2) Predictive.

f Classes of models to be used.

(1) Nutrient balance.

(2) Eutrophication response.

If the analysis is not directed toward evaluating specific management strategies
or impacts, the general objective may be to develop perspectives on reservoir
water quality conditions and controlling factors as part of a "diagnostic"
study. This may lead, in turn, to future evaluations of specific management
strategies designed for water quality control.

Two general types of evaluations may be performed. In a diagnostic
mode, the models are used as a framework for interpreting moitoring data
from the reservoir and/or its tributaries. A diagnostic study provides insights
into factors controlling algal productivity and rankings of trophic state indica-
tors versus water quality criteria and/or data from other CE reservoirs. In a
predictive mode, the models are applied to predict future conditions in a plan-
ned reservoir or in an existing reservoir undergoing changes in nutrient load-
ing regime and/or other controlling factors.

Model classes are determined by the types of analyses to be performed.
Both nutrient balance and eutrophication response models are required for a
predictive analysis. Diagnostic studies of existing reservoirs can be based
exclusively upon response models and pool water quality data; this provides a
basis for defining existing conditions and controlling factors, but not for eval-
uating watershed/reservoir or load/response relationships. Monitoring require-
ments are generally more stringent for implementing nutrient-balance models
than for implementing eutrophication-response models.

Response models and pool monitoring data may be used in preliminary
diagnostic studies aimed at defining reservoir conditions. In some reservoirs,
this may be followed by implementation of a more elaborate monitoring pro-
gram designed to quantify nutrient loadings and to support nutrient-balance
modeling. Priorities can be established based upon the severities of existing
eutrophication-related problems (if any), intensities and types of water use,
and potential for future improvement or degradation owing to changes in load-
ing regime.
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Data compilation

As shown in Figure 1.5 data compilation occurs in two general areas. The
reservoir data required for implementation of eutrophication-response models
include morphometric characteristics, outflow hydrology, and pool water qual-
ity obtained over at least one complete growing season (three preferred). The
watershed data required for implementation of nutrient-balance models include
basic watershed characteristics (e.g.. subwatershed delineations, topography,
geology, land uses, point source inventories) and tributary flow and nutrient
concentration data taken at reservoir entry points over at least one full water
year (three preferred). Details on data requirements and suggested monitoring
designs are given later in this chapter.

Data reduction

In the data ,eduction phase, pool and tributary water quality data are
reduced or summarized in forms which can serve as model input. Since the
models generally deal with conditions averaged over a growing season within
defined reservoir areas (segments), data reduction involves the averaging or
integration of individual measurements, sometimes with appropriate weighting
factors.

The FLUX program is designed to facilitate reduction of tributary inflow
monitoring data and reservoir outflow monitoring data. Using a variety of
calculation techniques, FLUX estimates the average mass discharge or loading
that passes a given tributary monitoring station, based upon grab-sample con-
centration data and a continuous flow record. Potential errors in the estimates
are also quantified and can be used to (a) sele,;t the "best" or least error load-
ing estimate, (b) assess data adequacy, and (c) improve future tributary moni-
toring efficiency via optimal allocation of sampling effort among seasons and/
or flow regimes. Graphic displays of concentration, flow, and loading data
are also provided fr diagnostic purI'ptoses.

The PROFILE program facilitates analysis and reduction of pool water
quality data fromn existing reservoirs. A variety of display formats are pro-
vided to assist the user in developing perspectives on spatial and temporal
water quality variations within a given reservoir. Algorithms ' - included for
calculation of hypolimnetic oxygen depletion rates and for rolbLbL estimation of
area-weighted, surface-layer mean concentrations of nutrients and other
response measurements used in subsequent modeling steps.

Model implementation

The BATHTUB program applies empirical eutrophication models to
morphometrically complex reservoirs or to collections of reservoirs. The pro-
gram performs water and nutrient balance calculations in a steady-state, spa-
tially segmented hydraulic network which accounts for advective transport,
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diffusive transport, and nutrient sedimentation. Eutrophication-related water
quality conditions (expressed in terms of total phosphorus, total nitrogen,
chlorophyll a, transparency, organic nitrogen, particulate phosphorus, and
hypolimnetic oxygen depletion rate) are predicted using empirical relationships
previously developed and tested for reservoir applications (Walker 1983).

To reflect data limitations or other sources of uncertainty, key inputs to the
model can be specified in probabilistic terms (mean and CV). Outputs are
expressed in terms of a mean value and CV for each mass balance term and
response variable. Output CVs are based upon a first-order error analysis
which accounts for input variable uncertainty and inherent model error.

As shown in Figure 1.5, applications of BATHTUB would normally follow
use of the FLUX program ftr reducing tributary monitoring data and use of
the PROFILE program for reducing pool monitoring data. Use of the data
reduction programs is optional if independent estimates of tributary loadings
and/or average pool water quality conditions are used.

Data Requirements

This section summarizes data requirements to support model applications.

The following categories are discussed:

a. Watershed characteristics.

b. Water and nutrient loadings.

c. Reservoir morphometry.

d. Pool water quality and hydrology.

Before describing each area in detail, it is appropriate to discuss some general
concepts and guidelines that may be helpful in the design of a reservoir study.

In a typical application, most of the effort and cost would be expended in
the critical data-gathering phase. Information sources would generally include
project design memoranda, basin planning reports, historical hydrologic and
water quality data, and water quality data gathered specifically for the study.
Data requirements can be given rather explicitly, as determined by the list of
model input variables. Specific data sources and monitoring piogram designs
cannot be dictated, however, because they are influenced by unique aspects of
each reservoir and its watersheds, the extent of existing data, logistic consider-
ations, and study resources.

Compilation and review of existing data are important initial steps in con-
ducting a reservoir study. Preliminary application of models using existing
data (even if inadequate) can highlight data strengths and weaknesses and help
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to focus future monitoring activities. In some cases, existing data may be ade-
quate to support modeling efforts. When existing data are inadequate or
unavailable, a phased monitoring program is generally indicated. The first
phase in'olves a small-scale program designed to obtain preliminary data for
use in designing efficient monitoring programs for subsequent years. A
phased study can be a relatively cost-effective means of data acquisition.

Given specific objectives (e.g., quantifying annual total phosphorus load or
growing-season mean chlorophyll a concentration in an existing reservoir),
statistical methods can be applied to improve monitoring efficiency. As the
efficiency of a monitoring program increases, the amount of uncertainty (vari-
ance) in the measured variable decreases. Monitoring efficiency may be
improved by optimizing the allocation of sampling effort, subject to logistic
and economic constraints. Examples of such optimization procedures include
the following:

a. Allocation of samples among flow regimes to estimate loadings from a
given tributary.

b. Allocation of sainples among tributaries to estimate total reservoir
loading.

c. Allocation of samples among stations, depths, and dates to estimate
reservoir-mean concentrations.

Phased studies or useful existing databases are required to implement these
optimization procedures. Because of 10;-istic constraints, multiple monitoring
objectives, and other factors, "optimal" designs are rarely implemented;
instead, they can be used to indicate appropriate directions for adjusting exist-
ing sampling designs.

Watershed characteristics

Basic watershed information is used in the development and interpretation
of hydrologic and nutrient loading data, in the design of tributary monitoring
programs, and in the assessment oif problem sources and control strategies.
Majis (U.S. Geological Survey topographic or other) are the meost useful for-
mats for this type of information. Separate maps (or a series of transparent
overlays) can be used to summarize the following types of watershed• information:

a. Elevation contours.

h,. SubwatersheJ delineations.

c. Dominant land uses.
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d. Soil types.

(1) Hydrologic soil groups.

(2) Erosion potent'al.

e. Point sources.

f Monitoring station locations.

Aerial photos, regional planning agencies, design memoranda, Geographic
Information System (GIS) databases, and/or published basin reports are gener-
ally useful sources of watershed information. Soils information would also be
available from the Soil Conservation Service. The information should be
summarized in a tabular form by subwatershed.

Land uses, soil types, topography, and point sources are important factors
in determining runoff and nutrient export from a given subwatershed. This
type of information is used to do the following:

a. Design tributary monitoring programs (place stations),

b. Interpret watershed ivonitoring data (compare monitored runoff and
loads from different subwatersheds to develop perspectives on regional
land use/nutrient-export relationship,).

c. Estimate loadings from unmonitored watersheds (use land use/nutrient-
export factors or pr -ortioi. monitored loads from a nearby watershed
with similar l..Jd uaeE ind soil types, based upon drainage area).

Projections of fiutuie !anv- L- , a I..-nt-source nutrient loads are also required
for predicting impacts ot ,''tershed development.

Water and nutrient oadings

The formulation of water and nutrient balances for the reservoir is a criti-
cal step in the empirical modeling process. The following components are of
concern:

a. Water.

b. Total phosphorus.

c. Ortho phosphorus.

d. Total nitrogen.

e. Inorganic nitrogen (Ammonia + Nitrate + Nitrite).
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f Conservative substance (e g., chloride).

W Water and total phosphorus balances are essential. The other components are

optional. While nitrogen balances are desirable, they may be omitted if
monitoring data and/or preliminary mass balance calculations indicate that the
reservoir is clearly not nitrogen limited under existing and future loading con-
ditions. The ortho-phosphorus and inorganic nitrogen (ammonia, nitrate, and
nitrite) loading components are required for (optional) implementation of
nutrient sedimentation models which account for the "availability" or parti-
tioning of total nutrient loads between dissolved and particulate (or inorganic
and organic) fractions. Conservative substance balances are useful for testing
water balances and calibrating diffusive transport rates in se'gmented
reservoirs.

"The nutrient species listed above correspond to those monitored by the
U.S. Environmental Protection Agency (EPA) National Eutrophication Sur-
vey, the primary data source used in model development and testing. Moni-
toring of other species (particularly, total dissolved phos phorus) may be
desirable for defining inflow nutrient partitioning and availability. Because of
existing data constraints, however, the models are based upon the above
species.

Generally, balances should be formulated over both annual and seasonal
(e.g., May-September) time periods. Annual balances should be calculated on
a water-year (versus calendar-year) basis. While traditional nutrient loading

models deal with annual time scales, seasonal loadings are better predictors of
trophic status in many reservoirs. The methodologies presented in subsequent
sections can be applied separately to annial and seasonal nutrient balance data.
Nutrient residence time criteria are used to assess the appropriate time scale
for each reservoir.

"The nominal definition ol seasonal (May-September) can be adjusted in
specific applications, depending upon seasonal variations in inflow hydrology
and, especially, pool level. For example, if a full recreational pool were

maintained June through August and much lower elevations were maintained
during other months for flood control purposes, then a June-August time scale

may be more appropriate for seasonal nutrient balances. Generally, seasonal
balances are less important in projects with little or no inflow or outflow dur-
ing the summer months. The formulation of both seasonal and annual bal-
ances is generally recommended for all applications and does not substantially
increase monitoring requirements, since both sets of loading estimates can be
derived from the same monitoring program.

For each component and time scale, a control volume is drawn around the
reservoir (or reservoir segment) and the following mass balance terms are
quantified:
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a. Total inputs.

b. Total outputs.

c. Increase in storage.

d. Net loss.

Table 1.2 outlines the specific elements of each term and general data sources.
Since water is conservative, the net loss term in the water balance (estimated
by difference) reflects errors in the estimates of the other water balance terms.
For nutrients, the net loss term can be estimated by difference or, in a predic-
tive mode, by using empirical nutrient sedimentation models which have been
calibrated and tested for reservoir applications.

Table 1.2
Mass Balance Terms and Data Sources

Mase Balance Terms General Data Sources

Inputs

Gauged tributaries Direct minitoring

Ungauged tributaries Drainage area approximations
Watershed models

Direct point sources Direct monitoring
Per capita loading factors

Shoreline septic systems Pur capita loading factors
Hydrogeologic studies

Direct groundwater inputs Hydrogeologic studies

Atmospheric Local precipitation data
Regional atmospheric deposition

Outputs

Outflows and withdrawals Direct monitoring

Evaporation Local climatologic data

Increase in storage Pool elevation and morphonnotry data

Not loss Calculated by difference
Represents error in water balance
Emperioal nutrient sedimentation models

In general, direct monitoring is recommended to quantify major flow and
nutrient sources. Table 1.3 summarizes "minimal" and "desirable" designs
for tributary monitoring programs and methods for quantifying other loading
components. These are intended as general guidelines to be modified based
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upon site-specific conditions. The basic design for major tributaries and out-
flows consists of continuous flow monitoring and a combination of periodic
grab-sampling and event monitoring tor concentration. A sampling program
weighted toward high-flow regimes is generally desirable for estimation of
loadings. The multiple objectives of estimating both annual and seasonal load-
ings should be considered in designing surveys. The FLUX program can be
applied to historical and/or preliminary monitoring data to assist in sampling
design.

While balances are formulated for the study (monitored) period, a histori-
cal hydrologic record is desirable to provide perspective on study conditions
in relation to long-term averages and extremes. Long-term hydrologic records
are usually available for reservoir discharge sites and major tributary inflows.
If not, records from a nearby, long-term station, possibly outside the water-
shed(s), can be correlated with monitoring data from study sites and used to
extrapolate the record.

Reservoir morphometry

Reservoir morphometric information is required for nutrient balance and
eutrophication response models. It is usually readily available from project
design memoranda and other sources, A map indicating the following basic
information is useful:

a. Distance scale.

b. Shoreline for typical and extreme pool levels.

c. Bottom elevation contours or soundings.

d. Tributary inflows and any direct point sources.

e. Pool and tributary monitoring station locations.

The following morphometric data should also be compiled in tabular form:

a. Elevationlarca volume table.

b. Typical operating pool elevations (rule curve).

c. Reservoir bottom elevation at each pool sampling station.

d. Volumes, surface areas, and lengths of major reservoir segments
at typical operating elevations.

This information is used in data reduction (PROFILE) and modeling
* (BATHTUB).
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Pool water quJity and hydrology

In studies of existing reservoirs, pool water quality and hydrologic data are
used fur the following purposes:

a. Assessing trophic state, related water quality conditions, and control-
ling factors.

b. Model testing and calibration.

Expressed in terms of model variables, the primary objectives of the moni-
toring program are to obtain the data required for calculation of growing-
season, mixed-layer, average concentrations of the following variables:

a. Total phosphorus.

b. Dissolved ortho-phosphorus.

c. Total nitrogen.

d. Total inorganic nitrogen.

e. Organic nitrogen.

f Chloiophyll a (corrected for phaeophytin).

g. Transparency (Secchi depth).

f Conservative substance.

In stratified reservoirs, another primary objective is to estimate hypolimnetic
and metalimnetic oxygen depletion rates. Secondary objectives are to develop
perspectives on spatial variations, vertical stratification, basic water chemistry,
and other variables which are directly or indirectly related to eutrophication.

General guidelines for designing pool monitoring programs are outlined in
Table 1.4. Basic design features include component coverage, station loca-
tions, sample depths, temporal frequency, and duration. An appreciation for
spatial and temporal variability of conditions within the reservoir may be
obtainable from historical data and can be very useful in designing future
surveys.

The objectives of identifying spatial gradients and calculating reservoir-
mean conditions suggest somewhat different emphasis for station placement.
Generally, horizontal variations parallel to the net advective flow along the
main axis of a major tributary arm are much more important than variations
perpendicular to the flow. If they exist, longitudinal gradients in nutrients,
algal biomass, and transparency are usually steepest in upper pool areas; this
suggests that stations should be more closely spaced in upper pool areas to
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I Table 1.4
G3neral Guidelines for Designing Reservoir Pool Monitoring Programs

Feature Minimal Design Desirable Design

Water quality Temperature Dissolved Oxygen Add:
components Total P Orthu-P Total Silica Total Organic Carbon

Organic N Ammonia N Total Iron Total Manganese
Nitrite-Nitrate N Transparency True Color Sulfides

' Alkalinity pH Suspended Solids (total and organic)
Conductivity Turbidity Oxidation reduction potential
Chlorophyll a (corrected for Phaeophytln) Algal cell counts (ASU) by typo
Dominunt algal types

Station locations Minimum of three stations/reservoir Add stations In smaller tributary arms and
(near-dam, midpool, upper-pool) embayments

Distributed along thaiweg of each major Critical reservoir use areas
tributary urrin In representative areas Above and below junctions of tributary

Maximum distanue botwoen stutiuns along urnis
thalwug = 20 km Maiximuni distance between stations along

thalweg = 10 km

Duration of sampling One growing Asason Three growing seasons
(typically April-Octuberi

1r3w ' it utratifigd period, Including one round
each during spring and fall Isuthernal
uiiods

Frequency - laboratory Monthly or biweekly Biweekly or weakly
samples

Depths - laboratory Mixed-layer composite Unstratified reservuirs: surface,
samples Depth-inteugrated hubu sumplinig mid-depth, and 1 m off bottom

Stratified reservoirs:
3 samples In mixed layer
1 sample In therniocline
3 samples in hypolininlon

1 mi from top of hypollmnion
mid-depth

1 in off bottom

Frequency - field profiles Unstrutified ruservuir-: same us laboratory Unstratified reservoirs: same as laboratory
Unstratified reservoirs: samples samples

Temperature Stratified roservoirs: biweekly in spring to Stratified reservoirs: weekly in spring to
Dissolved oxygen early sunrnmer (until otcut of unoxiu), then early summer (until onset of anoxia), then

monthly biweekly

Depths - field profiles 1-m intervals, tup to bottom Increase spatial frequency in thermooline
Temperature and other zones with stoop gradients
Dissolved oxygen

Reservoir hydrology Month-und values Daily values
Surface elavation Monthly totals Daily totals
Outflow volumes

S
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permit adequate resolution of gradients. Most of the reservoir volume, how-
ever, is usually located in the lower pooi areas, where width and depth tend to
be greater and spatial gradients tend to be lss pronounced; this suggests a
greater emphasis on lower pool stations for the purposes of calculating reser-
voir means. Because of these trade-offs, it is difficult to use a statistical
approach for optimizing station placement within a given reservoir.

Given multiple sampling objectives, a reasonable design rule is to distribute
stations throughout representative areas of the reservoir. The size, morpho-
metric complexity, and loading distribution of a reservoir largely determine
the required number of stations. A minimum of three stations (upper-pool,
midpool, and near-dam) are recommended for small projects with simple mor-
phometry. Based upon reservoir morphometric information, weighting factors
can be applied to data from each station in calculating area-weighted reservoir
means (see PROFILE).

To provide bases for characterizing variability and developing robust statis-
tical summaries, surveys should be designed to prov'ide replication (some
overlap in information content) of measurements made in each reservoir area
or segment during each sampling round. There are several ways in which
replication can be built into survey designs, including the following:

a. Multiple sampling at a given date, station, and depth.

b. Multiple sampling with depth within the mixed layer at a given
date and station.

c. Multiple sampling stations within a given reservoir segment or
area.

d. High temporal sampling frequencies, permitting aggregation of
data from adjacent sampling dates.

In designing surveys, combinations of the above strategies can be employed
to provide data which include at least three measurements for each reservoir
segment and sampling round. In the "desirable" design (see Table 1.4), three
samples are suggested within the mixed layer for each station and date. Since
the stratum is mixed, on the average, the three samples can be treated as repli-
cates. Other strategies listed above can be used in conjunction with depth
sampling to provide replication. Another monitoring objective is to sample
each station on each sampling round; this greatly simplifies reduction of the
data and error analysis, as implemented in the PROFILE program.

Assuming representative station distribution and proper sampling and ana-
lytical techniques, the "precision" of a mean, surface-layer, growing-season
value depends largely upon the number of sampling rounds and the inherent
temporal variabilities of water quality components in the reservoir being stud-
ied. For sampling periods of roughly a week or longer, the variance of the
mean is roughly inversely proportional to the number of rounds. Based upon
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analyses of variance applied to miodel development data sets (Walker 1980,
1981), temporal variance components of phosphorus, transparency, and chlo-
rophyll a are typically 0.31, 0,33, and 0.62, respectively, expressed as CVs.
Figure 1.6 shows the estimated accuracies of reservoir mean concentrations
computed fromn sampling designs with between 1 and 30 sampling rounds over
a range of temporal CVs. The "value" of each additional round, as measured
by the reduction in the mean CV, decreases as the total number of rounds
increases. This figure provides a rough perspective on design sensitivity and
a basis for interpreting the reliability of data from historical monitoring activi-
ties, provided the sampling regimes were both specified and representative.
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Figure 1 .6. Estimated accuracy of reservoir mean concentration
computed from sampling designs with between 1 and

30 sampling rounds over a range of temporal CUs

The "adequacy" ol' a given monitoring program is partially determined by
thle precisi' n of thle meian concentration estimiates calculated from thle data.
Because of the limifted pool samlplinlg Schedule emnployed by the EPA National
Eutrophication Survey (three to tourii sampling rounds per growing season),
typical error CVs were on the order of' 0. 18 for mean total phosphorus, 0. 18
for mnean transparency, and 0.28 for mnean chlorophyll a. More precise esti-
mates (e.g., mean CVs less than 0. 10 for nutrients and transparency and
0. 15 for mnean chlorophyll (1) are desirable for miodel applications in a reser-
voir management Context.
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"The purpose of sampling in and below the thermocline (Table 1.4) is to
provide information on vertical stratification and the accumulation and trans-
formation of nutrients within the hypolimnion. Many important secondary 0
water quality effects of eutrophication are expressed in bottom waters, includ-
ing oxygen depletion, development of reducing conditions, nutrient accumula-
tion, iron and manganese releases, and sulfide and ammonia generation.
While nutrient data from the hypolimnion are not used exclusively in the mod-
els, they are important for developing an understanding of nutrient cycling and
reservoir processes. Since metalimnetic and hypolimnetic samples are less
important for trophic state assessment and model implementation, however,
sampling frequencies in and below the thermocline can be lower than those
used for the mixed layer.

0
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2 FLUX

FLUX Overview

FLUX is an interactive rrogram designed for use in estimating the loadings
of nutrients or other water quality components passing a tributary sampling
station over a given period of time. These estimates can be used in formulat-
ing reservoir nutrient balances over annual or seasonal averaging periods
appropriate for application of empirical eutrophication models. Data require-
ments include (a) grab-sample nutrient concentrations, typically measure; at a
weekly to monthly frequency for a period of at least 1 year, (b) corresponding
flow measurements (instantaneous or daily mean values), and (c) a complete
flow record (mean daily flows) for the period iterest.

Using six calculation techniques, FLUX maps the flow/concentration rela-
tionship developed from the sample record onto the entire flow record to
calculate total mass discharge and associated error statistics. An option to
stratify the data into groups based upon flow, date, and/or seasor is also
included. In many cases, stratifying the data increases the accuracy and preci-
sion of loading estimates. Uncertainty is characterized by error variances of
the loading estimates. A variety of graphic and tabular output formats are
available to assist the user in evaluating data adequacy and in selecting the
most appropriate calculation method and stratification scheme for each
application. FLUX provides information which can be used to improve the
efficiencies of future monitoring programs designed to provide data for calcu-
lating loadings and reservoir mass balances.

The succeeding sectio~ns of this chapter contain desc'iptions of the follow-

ing top'-

a. Input data requirements.

4 b. Theory.

c. Program operation.

d. Typical application sequence.
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e. Procedure outline.

f Data-entry screens.

g. Data file formats.

h. Documented session.

Input Data Requirements

Two data sets are required to run FLUX. One defines sample characteris-
tics (date of collection, concentration, and instantaneous flow). The other
describes the complete flow record (date, mean daily flow) over the period of
interest. Most of the effort in applying FLUX is generally involved in setting
up the required data files. To facilitate this effort, FLUX can read tiles in a
variety of formats, as described in a subsequent section (see Data file
formats).

The function of the program is to use the water quality information in the
sample data set to estimate the mean (or total) loading which corresponds to
the coznp!ete flow distribution over the period of interest. All program calcu-
lations and output are in metric units, with flows expressed in million cubic
meters (= cubic hectometers, hm 3) per year, concentration in milligrams per
cubic meter (parts per billion), and loading in kilograms per year. The data
can be stored in other units and converted to the appropriate units when
accessed by FLUX (see Appendix B). For a typical nutrient-balance study,
sample data sets would include the following components: instantaneous flow,
total phosphorus, ortho-phosphorus, total nitrogen, inorganic nitrogen, and a
conservative substanct. such as chloride. Potent,,-, applications oft'de program
are not restricted to these co11O~e~st(V.'er'lC.

The sample data are normally derived from periodic grab-sampling. Flow
measurements stored with the water quality data should correspond to the
times of sampling. Daily mean flows can be used in the absence of instanta-
neous flow measurements; FLUX can automatically pair sample concentrations
with corresponding daily mean flows specified in the complete flow record.
Generally, samples are collected periodically (weekly to mnonthly) over a year
and over a range of flow regimes. If intensive storm-event monitoring has
been conducted, resulting discrete or composite samples should be sum-
marized b-.fore they are accessed by FLUX; in this case, each record in the
sample data set includes an event mean flow and a flow-weighted mean con-
centration for each component. Differences in the duration of composite sam-
ples are not considered in the current version of FLUX. If continuously
sampled events represent a significant fraction of the total loading over the
estimation period, the program may overestimate tht; error variance of the loa-
ding estimates. To avoid severe biases in the load estimates, special
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consideration must he given to the specification of sample flows in small,
flashy streams o" storm sewers (see Typical application sequence).

The reliability of loading estimates strongly reflects monitoring program
designs. Water quality samples should be taken over the ranges of flow
regime and season which are represented in the complete flow record. For a
given number of concentration samples, loading estimates will usually be of
greater precision if the sampling schedule is weighted toward high-flow sea-
sons and storm events, which usually account for a high percentage of the
annual or seasonal loading. While the calculation methods described below
are designed to make efficient use of the available data, they cannot work mir-
acles. If the basin dynamics are such that annual loadings are dominated
strongly by a few extreme events, no calculation procedure will give an
acceptable answer without representative samples from at least some of the
major events. FLUX provides graphic and tabular output which can help to
evaluate the adequacy of the sample data set for use in load calculations.

Sample data files can include up to 64 fields representing different
water quality components and other sample descriptors. Loading calculations
are performed for only one component at a time. Concentrations which are
entered as zero or negative values are assumed to be missing. Sample records
with zero or negative flow values are not used in load calculations. All
FLUX calculations are performed in computer memory; source data files are
not modified.

The flow data set specifies the complete flow distribution, which is gener-
ally derived from continuous stage or velocity measurements made at or near
the water quality monitoring site. Typically, flow records consist of a mean
flow for each day in the period of interest. In the absence of daily measure-
ments, other averaging flow periods can also be used (weekly, monthly), but
with some loss of accuracy. If a continuous flow record is not available for a
particular site, one might be constructed using simulation techniques or corre-
lating available flow measurements with simultaneous data from a nearby
benchmark station with a continuous flow record and similar watershed.

Missing values are permitted in the flow distribution file, but they should
be avoided by estimating them independently. Zero flow values are accept-
able to permit applications to intermittent streams. Negative flow values
(reverse flows) are treated as zeros. Average flow rates and loads ca'-.ulated
by FLUX refiect total transport in the downstream direction. This may be
differewt hIoi, the net transport estimates appropriate for use in BAT1HTUB or
other mass-balance models. If the stream contains significant reverse flows,
an option is available lfr calculating total transport in the upstr'eam direction;
th;s essentially involves reversing the sign of the sample flow and daily flow
data. The net downstream transport can subsequently be calculated by sub-
tracting the total upstream transport rates from the total downstream transport
rates.
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It is convenient to define the time period represented in the sample data set
as the "sampling period" and that represented in flow data set as the "averag-
ing period." Normally, these two periods correspond, i.e., the flow data set
contains a mean daily flow value for each day in the year of water quality
sampling. If the sampling and averaging periods do not correspond (e.g., the
sample set might contain data from 1978 through 1981, and the flow set might
contain daily flows for 1981), then the user is making the assumption that the
flow/concentration dynamic~s of the stream are stable, i.e., that concentrations
measured between 1979 and 1980 are! also representative of those measured in
1981. Using samples from outside the averaging period can increase the accu-
racy and precision of the loading estimates (by increasing the number of samn-
ples and improving the coverage of flow regimes); this may introduce bias in
the loading estimates, however, if there are significant year-to-year variations
in the flow/concentration relationship caused by variations in climate, hydrol-
ogy, or watershed land use. In each program run, the user specifies the date
ranges and/or season ranges to he used for samples and flows; this permits
estimation of both annual and seasonal loadings from source data files
containing data from 1 or more years of monitoring.

The flow data set may include daily flows from the year(s) of water quality
monitoring, as well as other periods which may represent "low-flow," "aver-
age," and "high-flow" years. Provided that a sufficiently wide range of flow
regimes are sampled, this permits extrapolation of the sample record, i.e.,
estimation of year-to-year variations in loadings based upon sample data from
a specific year or years,

FLUX can handle problemns containing up to 500 samples and 7,000 daily
flow records (- 19 years). These constraints apply to data read into computer
memory at the start of program execution, not the size of the input data files.
Since the user is prompted for the ranges of sample and flow dates to be used
in a given run, the input data files can be much larger than indicated above.
Users should check the online documnentation file (accessed through the HELP
option of the main menu) for maximum problem dimensions and other pro-
gram changes in updated versions of FLUX (Version 4.5 is documented here).

Theory

Loading calculation methods

Table 2. 1 lists 'Lhe equations used to calculate the mean loading and error
variance using six alternative methods. Method applicability depends upon
flow/concentration dynamics and sampling program design in each application.
Walker (1981,1987) provides details on the derivation and testing of each
method. The FLUX procedure "Calculate/Loads" provides a one-page Sum-
mary of loadings calculated using each method. The user must decide which
method is most appropriate for each application, based upon factors discussed
below. in miost cases, particularly if the data are properly stratitied (see Data
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Table 2.1
Estimation Algorithms Used in FLUX Program

Method 1 - Direct Moun Loauding
W, = Mean(w)

Method 2 - Flow-Weighted Concentration (Ratio Estimate)
W2 = W1 Mean(Q)/Moan(q)

Method 3 - Modified Ratio Estimate (Bodo and Unny 1983)
W3 = W 2 (1 -4 Fwq/n)/(1 + F./n)

Method 4 - Regression, First-Order (Walker 1981)
W4 .= WlMoan(Q)/Mean(q)lb+l

Method 5 - Regression, Socond-Order (Walker 1987)

W5 = W4 01 FO)I(1 + r Fq)

Method 6 - Regression Applied to Individual Daily Flows
W = 1, oxp I o + (b + l)ln(Q0) + SE 2 /2I

where

, = measured concentration in sample i (mg/m 3 )

q, n measured flow during sample i (hrn3lyear)

b = slope of In(e) versus lIn(q) regression

a Intercept of In(c) versus li(q) regression

wi = measured flux during sample i = q11c (kg/year)

F = Cov(w,q) / [Mean(w) Meani(q)l

F4 = Var(q) I [Mean(q) Mean(q)l

FO = Vur(Q) I IMea||(Q) Muan(QWI

Qi = moan flow on day j (hm 3 /year)

n - number of samples Wi)

N - number of daily flows (j)

Wn = ustlmutud muns flux over N days, method m (kU/year)

Vm voriunce of estimated mean flux, method m Jkg/year)
2

r - 0.5 b (b + 1)

Ii sum over N dates in daily flow record

SE standard error of estimate for In(c) versus In(q)

grression

Moan(x) = mean of vector x

Var(x) variance of vector x

Cov(x.y) covariance of vectors x and y
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stratification), the calculation methods will give estimates which are not signif-
icantly different from each other. Thus, die choice of method will not be
critical.

Desired properties of the loading estimates include minimum bias and mini-
mum variance. The distinction between bias and variance (analogous to
"accuracy" and "precision") is important. A biased procedure will give the
wrong answer, even for an infinite number of sanmples, whereas variance in
the mean can generally be reduced by increasing the number of independent
random samples. The seriousness of bias depends upon its size relative to the
variance of the mean or the standard error of estimate. Biases less than
10 percent of the standard error account for less than 1 percent of the total
mean squared error and are generally considered negligible (Cochran 1977).
Bias in a loading estimate can come from two sources: unrepresentative sam-
piing or the use of an inappropriate calculation method. These sources are
discussed below.

Consistent problems with sample collection, handling, and analytical proce-
dures can cause one type of unrepresentative sampling; there is little that can
be done about these problems at the calculation stage. Another, more subtle,
but generally more common type of unrepresentative sampling results from
differences in the distributions of flows between the sampling dates and the
entire averaging period. Sampled flows may tend to be higher or lower, on
the average, than the complete distribution of flows or contain a higher or
lower percentage of extreme flows. This can lead to bias in the estimate if the
calculation procedure does not take the relative flow distributions into consid-
eration by directly representing the flw/concentration relationship and/or by
stratifying the sample, as described below.

Even if the sampled and total flow distributions are equivalent, bias can be
introduced as a result of the calculation method. For example, loading calcu-
lated as the product of the mean sample concentration and the mean flow over
the averaging period would be badly biased if flow and concentration are
(even weakly) correlated (Walker 1981). Because of the potential bias associ-
ated with this method, it is not included in the program. The six included
methods have been selected and tested so that, for representative samples, they
should not introduce significant bias except under special conditions discussed
below for each method. The extent to which the methods can minimize vari-
ance in the loading estimates is limited ultimately by the sample data sets.

Method applicability depends upon the relationship between concentration
and flow. In FLUX, this characteristic is represented by the slope of a
log(Concentration) versus log(Flow) regression (C/Q slope) derived from the
sample data set. Typically, the C/Q slope approaches -1 at monitoring sta-
tions which are downstream of major point sources. The slope may approach
or exceed 1 at monitoring stations where the load is generated as a result of
runoff or high-flow events, particularly for particulate comlonents. In many
watersheds, the C/Q slope for total phosphorus varies with flow (negative at
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low flows to positive at high flows). FLUX graphic and tabular output helps
to characterize the concentration/flow relationship; this characterization is
essential to selecting the appropriate calculation method and developing reli-
able loading estimates.

Method I (direct load averaging) is the simplest of the calculation schemes.
It gives unbiased results only if the samples are taken randomly with respect
to flow regime. This method completely ignores the unsampled flow record
and generally has higher variance than the other methods because the flow
record on the unsampled days is not considered. This method is most appro-
priate for situations in which concentration tends to be inversely related to
flow (C/Q slope approaching -1; loading does not vary with flow). This
might occur, for example, at a station which is below a major point source
and the flow/concentration relationship is controlled by dilution.

Method 2 bases the loading estimate on the flow-weighted average concen-
tration times the mean flow over the averaging period. This amounts to a
"ratio estimate" according to classical sampling theory (Cochran 1977). This
method performs best when flow and concentration are unrelated or weakly
related. Some bias may occur for extreme flow/concentration relationships.
In test simulations of a stream with a C/Q slope 0.75, Method 2 overestimated
loadings by an average of 10 percent (Walker 1987). This bias can be sub-
stantially reduced by stratifying the samples into groups of relatively homoge-
neous concentration and applying the method separately to each group, as
described in more detail below. This is perhaps the most robust and widely
applicable method, especially when applied to stratified data sets.

Method 3 modifies the Method 2 estimate by a factor that is designed to
adjust for potential bias in situations where concentration varies with flow.
The factor was developed by Beale (1962) and applied in a load estimation
method developed by the International Joint Commission (IJC) (1977), as
described by Bodo and Unny (1983, 1984). Trial simulations indicate that,
compared with Method 2, this procedure is moderately successful at reducing
bias but tends to have slightly higher mean squared error for streams with
C/Q slopes greater than or equal to zero (Walker 1987).

Method 4 is the regression method developed by Walker (1981). This
method adjusts the flow-weighted mean concentration for differences between
the average sampled flow and the average total flow using the C/Q slope. It
should not be used in cases where the daily flow data set contains a significant
number of zero flow values. This method performs well over a range of C/Q
slopes. Some bias is introduced at high CIQ slopes. At a slope of 0.75, for
example, simulated bias is 13 percent of the mean loading but accounts for
only 6 percent of the total wean squared error (Walker 1987). Additional
simulations indicate that bias also occurs if the C/Q slope is highly nonlinear
(i.e., quadratic or higher order polynomial). This problem can be resolved by
stratifying the sample so that the relationship is approximately linear within
each group.
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Method 5 modifies the Method 4 estimate by a factor accounting for differ-
ences in variance between the sampled and total flow distributions (Walker
1987). The derivation of the method is based upon expected value theory
(Benjamin and Cornell 1970). Method 5 should not be used in cases where
the daily flow data set contains a significant number of zero flow values. As
for Method 4, bi~ib iesulting fi'om nonlinearity in the log (c) versus log (q)
relationship can be reduced by stratifying the data.

Method 6 is another regression-based calculation method. For each stra-
tum, the C/Q regression equation is applied individually to each daily flow
value. In contrast, Methods 4 and 5 use only the flow means and variances.
A small correction for bias resulting from the log transformation is also
included. This method is often appropriate for generating daily, monthly, or
yearly load time series using an optional FLUX procedure designed for this
purpose (Calculate/SeriL.). Relatively intensive sample data sets and well-
defined concentration/flow relationships are required for reliable application of
this method. Method 6 is generally preferred over the other regression-based
methods when the flow/concentration relationship is well defined. In applica-
tions to small, flashy streams, special consideration must be given to the spec-
ification of sample flows to avoid bias in Method 6 estimates (see Typical
application sequence). Error analysis calculations are time-consuming relative
to the other methods. An option to turn ofi the error analysis for Method 6 is
included (Utilitik/Set/Method 6).

For each method, the jackknife procedure (Mosteller and Tukey 178) is
used to estimate error variance. This involves excluding each sampling event,
one at a time, and recalculating loadings, as described in Table 2.2. While
alternative, direct estimators of variance are available from classical sampling
theory for most of the methods (Cochran 1977; Walker 1981; Bodo and Unny
1983, 1984), such formulas tend to rely upon distributional assumptions. The
direct estimators are generally applicable to large samples and normal distribu-
tions, neither of which is typical of this application. As described by Cochran
(1977), the jackknife has improved pro)perties for ratio estimators derived
from small, skewed samples. Use of the jackki;ife procedure also provides a
uniform basis for comparing calculation methods with respect to estimated

variance.

Simulations (Walker 1987) indicate that jackknifing provides a reasonably
unbiased estimate for error variance for a range of C/Q slopes. Two impor-
tant factors should be considered in interpreting the variance estimates. First,
the estimates are themselves subject to error and are of limited accuracy in
small sample sizes, particularly if the sampled flow distribution is not repre-
sentative. Second, the variance estimates do not reflect effects of biases asso-
ciated with some calculation methods under certain conditions, as discussed
above. Thus, while the estimated variances are important factors to consider
in selecting the "best" loading estimation method, the sample characteristics
and bias potential should also be considered. FLUX diagnostic procedures
assist in this process, as described below.
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Error variance estimates developed by FLUX assume that the samples are
statistically independent, This may not be the case if the file contains large
numbers of discrete samples taken within relatively short periods of time.
One approach to solving this problem is to composite the samples by event
prior to calculating loadings, Imnportant information on the flow/concentration
relationship may be lost in compositing, however. As an alternative to corn-
positing, discrete samples can be grouped by event only for the purposes of
error analysis. In FLUX, sampling events are defined by the program param-
eter Te = Maximum Event Duration (days). Samples collected within T. days
of each other are considered part of the same sampling event. The default
setting tor T. is 1 day. This setting only influences the error variance esti-
mates (not the mean loading estimates). It only influences error variance esti-
mates developed from relatively intensive sample data sets containing multiple
samples on the samne day or within the current Nd setting.

Data stratification

FLUX includes an option to divide the input flow and concentration data
into a series of groups and calculate loadings separately within each group
using the methods described above. Using formulas derived from classical
sampling theAry (Cochran 1977), the mean and variance estimates within each
group are subsequently combined across groups using weighting factors which
are proportional to the frequency of each group in the total flow distribution
(see Table 2.2).

The groups, or "strata, can be defined based upon flow, season, and/or
date. Stratification can serve three basic functions:

a. Adjust for differences in the frequency distributions of samlpled and
unsampled flow regimes.

b. Reduce potential biases associated with some calculation methods and/
or sampling program designs.

c. Reduce the error variance of the mean loading estimate.

When sample data are adequate, stratification can offer significant advantages
over the direct methodds and provide insights that can be used to
improve sampling efficiency in future years.

In most applications, the groups are defined based upon flow. The "flow.-
interval" method was developed by the U.S. Army Engineer Listrict, Buffalo
(1975), for use in the Lake Erie Wastewater Management Study and is
described by Verhoff, Yaksich, and Melfi (1980) and Westerdahl et al.
(1981). This procedure applies the direct load averaging (Method 1) separately
to different data groups, defined based upon flow regimes. Since loading usu-
ally increases wilh flow, grouping the data based upon flow reduces the
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Table 2.2
Stratified Sample Algorithm (Cochran 1977; Bodo and Unny 1983)

Definitions:
6 = subscript indicatinU stratum

M - •sth•ript indiuating estimation method

N, - numbag al daily flows in stratum s

Nt = total number of daily flows

n,. . optimal number of samples in stratum a, given n,

nt , total number of sampled oonoantrations

Win,, - meaei flux in stratum 9 estimated by method m

Vm, - variance of mean flux In stratum s estimated by m

Sm,, = offective standard deviation within stratum s for method m

Wmnt -= moan flux over all strata estimated by method m

Vm,t - variance of mean flux over all strata estimated by method m

V " - variance of mean flux over all strata estimated by method m for optimal allo-
cation of nt samples aocording to n,, .

I surn over all atrata (a)

Equations:

Nt - I N,

n, I n,

Wm, t I (Wm, N.)/Nt

Vnt - Y L (V1 ,,N,2)/Nt
2

Io,. = nN.Sn
1

,, / I (NsS,,')

V " m - I(VniN@
2
nqs,/ .)/Nt

2

loading variance within each group and results in lower variance fDr the total
loading estimate. A flow-stratified version of Method 2 written in SAS (Sta-
tistical Analysis System) was developed and applied to estimate phosphorus
loadings in a Vermont lake study (Walker 1983). The IJC method described
by Bodo and Unny (1983, 1984) is a flow-stratified version of Method 3.

In FLUX, data groups or strata can be defined based upon flow range, date
range, and!ur season range. Generally, flow ranges would be used and the
data would be stratified into two or three groups based upon flow. In some
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situations, however, it may be desirable to stratify based upon sampling date
or season. Stratification based upon season may he useful in situations where
there is a strong seasonal variation in concentration which is independent of
flow or for streams with highly regulated flows, such as a reservoir outflow
station (particularly when intake levels are varied seasonally). Flow-
independent, seasonal variance components are more likely to be detected in
analysis of dissolved or inorganic nutrient concentratiMns (particularly nitrate)
than in analysis of particulate or total nutrient concentrations.

In defining strata, one objective is to isolate homogeneous subgroups,
based upon tie tlow/concentratim relationship assume by the calculation
method (constant loading fo.r Metho~d 1, constant concentration fo~r Methods 2
and 3, and log-linear flow/concentrat ion relationship for Methods 4-6). A
second ob jective is to set stratum boundaries so that the sampled and total
flow distributions are equivalent within each stratum. This protects against
bias in the loading estimates and applies particularly to high-flow strata. As
described abovC, the method used to estimate error variance does not detect
bias. If the flow distributions are not equivalent within each stratom, then
minimum variance is less reliable as a criterion for selecting the "best" calcu-
lation method and loading estimate. Statistical and graphical tests are provided
to compare flow distributions within each stratum.

Robu;tness of the loading estimate decreases as the number of statistical
parameters which must be estimated from the sample data set increases. The
number of parameters which must be estimated depends upon the calculation
method and upon the number of strata. Method.; I and 2 require one parame-
ter estimate for each stratum. Methods 3, 4, 5, and 6 require two parameter
estimates per stratum. Stratifying the data into two or three groups based
upon flow and using Method 2 is generally adequate to capture the flow/
concentration relationship while requiring the fewest parameter estimates (in
statistical terms, using up the fewest degrees of freedom). If concentration
does not vary systematically with flow, the need for flow stratification

decreases.

Uncertainty in the loading estimate is reflected by the CV estimate reported
for each calculation method. The CV equals the standard error of the mean
loading divided by the mean loading. The CV reflects sampling error in the
flow-weighted mean concentration, Potential error variance in the flow Inea-
sureenents aime not considered inl these calculations. In practice, CV values
<0.1 are usually adequate for use in mass-balance modeling, especially con-
sidering that uncertainty in flow measurements is usually in this range.
Depending on streoi; dyntamics, CV values <0.1 may be very difficult to
achieve, especially in small, flashy streams with strong CIQ relationships.
CV values between 0. 1 and 0.2 may be adequate for modeling purposes, espe-
cially for minor tributaries. It' higher CVs are found, the user should consider

refining and extending the stream monitoring program to obtain better data
sets for load estimation before proceeding with modeling efforts. This partic-
ularly applies if the CV values are high forn major tributaries.
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For each calculation method, FLUX generates an inventory of sample and
flow data in addition to a bre~akdown of the flow, load, and variance compo-
nents within each stratum, as well as for the total strata, as demonstrated in
Table 2.3, for the Caddo River example. Samples have been divided into
three flow intervals. Complete output for this example is given at the end of
this chapter.

Typically, most of the load and error variance is in the high-tiow stratum.
Since the variance component is roughly inversely related to sampling fre-

ý_J quency within each stratum, the "breakdown by stratum" given in Table 2.3 is
useful for evaluating sampling strategies. The low-flow stratum accounts f'or
55.4 percent of the total samples but only 4.6 percent of the total mass dis-
charge. In future sampling, moving some of the samples from the low-flow to
the high-flow stiatumn would reduce the variance of the total loading estimate.
Alternatively, to reduce monitoring costs, the low-flow sampling frequencies
could be reduced without substantially increasing the variance of the total
loading estimate. FLUX also provides an estimate of the "optimal" sample
distribution (expressed as percent of the total sampling effort allocated to each
stratum, NEOPT% in Table 2.3) which would minimize the variance of the
total loading estimate for a given total number of independent samples, using
the equations specified in Table 2.2, Comparing the observed variance with
the optimal variance provides an approximate indication of the potential bene-
fits of optimizing the sample design. In this case, shifting from the historical
sample distribution across flow strata (55 %/36%/8%) to the optimal sample
distribution (4%/21%/76%) would decrease the CV of the load estimate from
0. 118 to 0.045.

As described by Bodo and Unny (1983, 1984), stratum breakdowns can be
used to refine monitoring program designs for future years, subject to practi-
cal limitations in sample scheduling Prid total budget and to requirements
imposed by other monitoring objectives. The "optimal" distribution of sani-
piing effort indicated by the program may be difficult to achieve without auto-
mated equipment, An important statistical limitation is that the "optimal"
allocation assumes that the samples are serially independent, and it may be
impossible to take the recommended number of independent samples from
intensively monitored strata. Five samp~les taken from different storm events
would tend to be less serially dependent than five samples taken within one
event, fur example.

Because of these limitations, the "optimal" design should not be viewed as
an absolute objective, but as a general direction for adjusting previous survey
designs within practical constraints.

Diagnostics

FLUX includes several routines for generating scatter plots and histograms
of flow, concentration, loading, and sample dates, as illustrated at the end of
this chapter. The relationship between flow and concentration partially
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Table 2.3
Breakdown by Flow Stratum - Caddo River Example

FLUX Breakdown by Stratum:
FREQ FLOW FLUX VOLUME MASS CONC CV

ST NS NE DAYS HM3/YR KG/YR H13 KG PPB
1 93 93 582.0 120.23 2761.4 191.58 4400.1 23.0 .050
2 61 61 407.0 397.42 14501.1 442.85 16158.7 36.5 .092
3 14 14 107.0 2070.70 259357.2 606.61 75978.7 125.3 .148

*** 168 168 1096.0 413.59 32171.8 1241.05 96537.5 77.8 .118

Optimal Sample ALLocation:

ST MS NE NE% NEOPT% FREQ% VOL% MASS% VAR% VARIANCE CV
1 93 93 55.4 3.8 53.1 15.4 4.6 .0 .5276E+04 .050
2 61 61 36.3 20.8 37.1 35.7 16.7 1.7 .2442E+06 .092
3 14 14 8.3 75.5 9.8 48.9 78.7 98.3 .1407E+08 .148

* 168 168 100.0 100.0 100.0 100.0 100.0 100.0 .1432E+08 .118

Notes:

Output from the 'List/Breakdown' Procedure for Caddo River with 3 FLow Strata

The top part of the screen Lists the distribution of saaples, fLows, fluxes,
volume, and mass across strata for the current calculation method.

The middle part of the screen Lists the distribution of sampling effort, flow
days, flow voLume, mass, and error variance, each expressed as percentage of the
total.

The bottom part of the screen describes the potential benefit of optimizing the
saWple allocation across strata to obtain the Lowest error variance for a fixed
number of sampling events,

NE% a percent of total sample events in strotum
NEOPT% - optimal percent of totaL sample events in stratun

The reduction in error CV attributed to shifting from the current sample distri-
bution (NE%) to the optimal distribution (NEOPTM) is listed. This can be used
to refine future monitoring program designs. Generally, a shift towards more
intense sampLing of high-flow strata will be indicated.

determiines the appropriate calculation method and should be reviewed in each
application. Flow frequency distributions (sampled versus total) can also he
graphically compared. These displays characterize the flow and concentration
distributions and can assist the user in assessing data adequacy, identifying
appropriate stratification schelies, and evaluating calculaLion Inethods.

The calculation methods differ with respect to the schemes used to estimate
the loadings ofn the unsampled days or periods. For a given method, observed
and predictetd fluxes can be compared for each water quality samnle. This
provides onle measure of performance. Ideally, the flux residuals (logl0
(observed flux) minus logl0(predicted flux) should be randomi and indepen-
dent of flow season. In practice, this indepenzdence is ,;BInetimes diffIcult to
achieve with the relatively simplistic models upon which the calculation
methods are based. The residuals analysis procedure generates p)lots of
observed versus predicted loadings, residuals versus flow, and residuals versus
date. Alternative soratification schemes can be investigated to reduce the flow-
dependence and/or time-dependence of the residuals.
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Listings of residuals and jackknifed loading estimates are useful for identi-
fying outliers and determining sensitivity of the loading estimates to individual
samples. FLUX includes an outlier detection routine which can be used to
delete suspected outliers from the sample data set. Outliers are detected based
upon deviations of the residuals from a lognormal distribution (Snedecor and
Cochran 1989). This procedure should be used conservatively. Detection of
outliers depends upon the current stratification scheme and calculation method.
Important information may be lost if an apparent outlier is actually an impor-
tant signal. Suspected outliers are usually apparent on the concentration ver-
sus flow scatter plots. Developing confidence with the program, stratification
scheme, and calculation method are suggested before using the outlier deletion
procedure.

Program Operation

Introduction

This section describes the FLUX menu structure and operation procedures.
When the program is run (frolm the DOS prompt), a series of help screens
summarizing model features is first encountered. If error messages appear, it
generally means that one of the FLUX program files has been corrupted or
that your computer does not have enough available memory. Try reinstalling
the program. Try unloading any memory-resident software. If you are trying
to run the program from Windows, try exiting Windows andi running directly
from DOS. The introductory screens are followed by a menu which provides
interactive access to eight types of procedures with the following functions:

,F L U X - VERSION 4..5-..-....-.---
Data Calculate Method PLot List Utilities Help Quit

Data Read and/or Stratify Data
Calculate Calculate Loads Using Current Data & Stratification Scheme
Method Select Flux Calculation Method Used in Plots & Tables
Plot Plot Load, Flow, and/or Concentration Data
List List Output Formats for Current Calculation Method
Utilities Program utilities & Options
Help View Help Screens
Quit End Session

A procedure category is selected by moving the cursor (using arrow keys) or
by pressing the first letter of the procedure name. Selected procedures in the
menu box are highlighted on the screen and underlined in the following docu-
mentation. Assistance in navigating around the menu can be obtained by
pressing the < F7 > function key. A Help screen describing the selected pro-
cedure can be viewed by pressing < I > . After each procedure is com-
pleted, control returns to the above menu screen. Essential features of the
current data set are sLImmarized below the menu box (not shown here).

0
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Data procedures

Data procedures control input, stratification, listing, and other manipula-
tions of sample and/or flow data used in load calculations:

F L U X - VERSION ,.5
Data Calculate Method Plot List Utilities Help Quit
Read Stratify Delete Composite FLowSub Title List

Read Read New Sample and/or Flow Data
Stratify Divide SampLes & Flows into Groups for Load Calculations
DeLete Delete a Specific Sample or Delete ExcLuded Samples
Colposil.e Cooposite Samples by Date
FLowSub Substitute Daily Mean Flows for Sample clows
Title Enter New TitLe for LabeLing Output
List List Sample or FLow Input Data

Four methods for reading in new sample or flow data are available under
DatalRead:

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Read Stratify Delete Composite FLowSib Title List
Reset Keep Samples Index

Reset Read New Sample & FLow Data; Reset Stratification Scheme
Keep Read New Sample & Flow Data; Keep Current Stratification Sch
SampLes Reud New Sample Data Only; Keep Current Stratificaticn Schem
Index Read Sample & Flow Data from Station Index File

In the first three procedures, a data-entry screen is presented for defining all
input specifications (data file names, variable labels, time periods, and units
conversior, tactors). Use Reset to read in new flow data and reset the stratifi-
cation scheme. Use Keep to read in new data without changing the current
stratification scheme. Use Samples to read in new sample data only, without
changing the current daily flow data or stratification scheme. Use Index to
read in new data from a station index file, which is a user-created ASCII file
defining the storage locations and formats for concentration and flow data
referring to specific stations. Using index files greatly speeds and simplifies
the specification of input data. (See Data-entry screens.)

If variable labels (for daily fltkvs, sample flows, and concentration) are left
blank on data entry screens, the user is prompted to select the appropriate
field from a list of all fields contained in the source data file. Screen
messares track the progress of data retrieval from disk files. If the specified
data set has fewer than three samples or no daily flows, an error message
appears and control returns to the main menu. Note that this may occur if the
file names or variable labels are entered incorrectly. If a valid data set is
retrieved, subsequent screens include a listing of missing or out-of-sequence
daily flows (Data/List/Missing procedure) and a summary of' ,, current strat-
ification scheme (Data/Strafify/List procedure). Control then ,4turns to the
main menu.

"Data/Stratify procedures divide the sample and flow data into groups
based unon flow. date, and'or season. In many cases, stratification increases
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the accuracy and precision of load estimates. At least three samples are
required in each stratum. Four options are available:

F L U X - VERSION 4.5
Data Calculate Method pl~ot List Utilities Help Quit
Read Stratify Delete Composite FlowSub Title List
Flow General Reset List

Flow Define Strata Based Upon Flow; Reset Data & Season Limits
General Define General Stratification Scheme vs. Flow, Date, Season
Reset Reset Stratification Scheme - Use 1 Stratum Only
List List Current Stratification Scheme & Sample Counts

Stratifying based upon flow is often appropriate, especially whern concen-
tration is correlated with flow'

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Read Stratify Delete Composite FLowSub Title List
Flow General Reset List
2 Strata 3 Strata 4 Strata Other

2 Strata Use 2 Flow Strata - Boundary at GMEAN
3 Strata Use 3 Flow Strata - Boundaries at QMEAN/2, ONEAN x 2
4 Strata Use 4 Flow Strata - Boundaries at QMEAN/2, QMEAN x 2, QMEAN x 8
Other Use Flows to Define Strata; Enter Flow Bounds Directly

The first three procedures define flow boundaries automatically. Dividing the
data into two strata based upon flow (low-flow and high-flow) is often appro-
priate. Three or more flow strata may be appropriate for relatively intensive
data sets with strong flow/concentration relationships. The last procedure per-
mits direct entry of flow boundaries. Each stratum must contain at least three
sample events. If a stratum contains fewer then three events, the user is asked
to redefine the flow boundaries until a valid stratification scheme is defined or
the stratification scheme is reset.

Data/Delete procedures operate only on data stored in memory, they do
not change disk files:

F L U X VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Riad Stratify Delete Composite FlowSub Title List
One Excluded

One Delete a Specific Sample
Excluded Delete ALL Samples Excluded from Current Stratification Sche

The Data/Composite procedure combines samples collected on the same
date or in the datt. interval into a single composite samlple:

F L U X - VERSION 4.5
Data Calculate Method Plt List Utilities Help Quit
Read Stratify Delete Compo;ite FlowSub Title List ]
Composite Composite Samples by Date

The user is prompted for the time interval (number of days) tc' he used for
compositing samples. This optional procedure may be appropriate for data
derived from intensive monitoring programs providing multiple samples per
date. The composite sample concenl rattion is the flow-wcighled mean ol the
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individual samples. The composite sample flow is the average of the sample
flows. Because of possible variations in actual event duration, it is generally
preferable to composite samples prior to running FLUX; i.e., to specify event
mean flows and event flow-weighted mean concentrations in the source data
files.

The Data/FlowSub procedure can be used to test the sensitivity of load
estimates to the types of flow measurements which are paired with sample
concentrations:

_F L U X -VERSION 4.5I

Data caLculate Me-thod Plot List Utilities HeLp Quit
Read Stratify Delete Composite FlowSub Title List

FLowSub Substitute Daily Mean FLows for Sampte Flows

Depending upon source data files, input sa; "pie flows may be instantaneous
flows measured at tile time of sampling. The Data/FlowSub procedure
replaces sample flows with daily mean flows on the corresponding sample
dates. Samples are deleted if the corresponding daily mean flow is missing or
zero. This flow substitution may also be performed in the Data/Read proce-
dures by entering "Lookup" in the sample fltw field.

Data/List procedures summarize the sample and/or flow data which have
been retrieved from disk files:

F L U X - ERSION 4.5

Data Calculate Method Plot List UtiLities Help Quit

Read Stratify Delete Couposite FLowSub Title List
Samples Flows Missing

Samples List Samiple Data
Flows List Flow Data
Missing List Missing or Out-of-Sequence Daily Flows

Before proceeding with load calculations, data listings should be reviewed to
make sure that the correct sample and flow data have been retrieved from disk
files. Both sample flows and corresponding daily mean flows are listed by the
first two procedures. Daily flow data files read by FLUX are assumed to be
sorted by date. The Data/List/Missitng procedure lists missing or out-of

sequence daily flow records. If any are detected, FLUX can still operate. It
is desirable, however, to estimate any missing flows independently and to sort
flow files before running FLUX.

Calculate procedures

Calculr';e proceduces can be accessed after valid sample and flow data sets
have been read and a valid stratification scheme has been defined. Three
options are available:

C
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F L U X - VERSION 4.5
Data Calculate Method PLot List Utilities Help Quit
Compare Loads Series I
Compare Ccwnare Sample Flow & Total FLow Distributions
Loads Calculate Loads Using Each Method
Series Generate Load Time Series

The Calculate/Compare procedure provides information which can be used to
assess adequacy of the sample data and/or stratification scheme. The Calcu-
late/Loads procedure lists average flows, flux rates, flow-weighted mean con-
centrations, and error estimates using each calculation method; this provides
the basic information needed for BATHTUB applications.

The Calculate/Series procedure lists flow, load, and concentration time
series using the currently selected calculation method. Four options are
available:

F L U X - VERSION 4.5
Data Calculate Method PLot List Utilities Help Quit
Compare Loads Series
Yearly WtrYearty Monthly Daily

Yearly Generate Load Time Series by Calendar Year
WtrYearty Generate Load Time Series by IWater Year
Monthly Generate Monthly Load Time Series
Daily Generate Daily Load Time Series

Time-series output does not include error estimates, These procedures are
included primarily for generating load time series for use in applications other
than BATHTUB which may require daily or monthly estimates.

Method procedure

The Method procedure asks the user to select the loading calculation
method to be used in generating subsequent plots and output tables. Six
choices are provided:

FL U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
I AVG LOAD 2 Q WTD C 3 IJC 4 REG 1 5 REG 2 6 REG 3

i AVG LOAD Method 1 - Mean Load
2 0 WTD C Method 2 - Flow-IWtd-Mean Conc.
3 IJC Method 3 - Flow-Wtd-Mean Conc. (IJC Modification)
4 REG I Method 4 - Regression Model I
5 REG 2 Method 5 - Regression Model 2
6 REG 3 Method 6 - Regression Model 3 - tog(C) vs. Log(Q) Separate

Method 2 is initially selected as the default calculation method when the pro-
gi'am is started, Descriptions of each method are given above (see Loading
calculation methods); summary descriptions can be viewed by selecting a
method and pressing the Help key < FI > or by running the Help procedure.
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Plot procedures

Plot procedures provide important diagnostic information which can help in
evaluating the adequacy of the current data set, stratification scheme, and cal-
culation method:

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit I
Barchart Conc Load Flow DaiLy Qfreq Residuals Gr idOpt

Barchart Barcharts of Load, Mass, or Concentration Estimates
Cone Plot Sample Concentrations (ppb)
Load Plot Sample Loads (kg/yr)
Flow Plot Sample Flows (h03/yr)
Daily Plot Daily Flows (hm3/yr)
Ofreq Plot Flow Frequency Distributions
Residuals PLot Residuals = LOGlO ( Observed Load /Estimated Load
GridOpt Toggle Plot Grids On or Off

"The Plot/Barchurt procedures plot load, mass, flow-weighted mean con-
centration, or flow as a function of calculation method or stratum:

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals GridOpt
Load Mass Concs FLow

Load Load (kg/yr) Barcharts vs. Calculation Method or Stratum
Method Plot Load Estimates (kg/yr) vs. Calculation Method
Stratum Plot Load Estimates (kg/yr) vs. Stratum

Mass Mass (kg) Barcharts vs. Calculation Method or Stratum
Method Plot Mass Estimates (kg) vs. Calculation Method
Stratum Plot Mass Estimates (kg) vs. Stratum

Concs Flow-Weighted Concentration (ppb) vs. Calc. Method or Stratu
Method FLow-Weighted Concentration (ppb) vs. Calculation Method
Stratum Flow-Weighted Concentration (ppb) vs. Stratum

FLow Mean Flow (hnL3/yr) vs. Stratum

Each bar chart (except Flow) shows estimates ± 1 standard error. Plotting
against method shows the sensitivity of the estimate (total across all strata) to
the calculation method. Generally, a low sensitivity to calculation method
would support the reliability of the load estimates. Plotting against stratum
shows estimates for each data group using the currently selected calculation
method.

Plot/Cone procedures display saml)le concentrations against four indepen-
dent (x-axis) variables or a histogram:

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Earchart Conc Load Flow Daily Qfreq Residuals GridOpt
Flow Date Month Estimated Histogram

Flow Plot Sample Concentration (ppb) vs. Flow (hm3/yr)
Date PLot Sample Concentration (ppb) vs. Date
Month Plot Sample Concentration (ppb) vs. Month
Estimated PLot Observed vs. Estimated Cone. for Current Calc. Method
Histogram of Cbserved Concentrations (ppb)

Both the observed and the estimated sample concentrations are shown in the
first three procedures. The "estimated" sample concenti'ation is based upon
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currently selected calculation method. Different symbols are used to indicate
samples in different gtrata.

The Plot/Load and Plot/Flow procedures generate similar displays of sam-
pie data:

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals GridOpt jFlow Date Month Estimated Histogram

Flow Plot Load (kg/yr) vs. Flow (hmr/yr)
Date Plot Load (kg/yr) vs. Date
Month Plot Load (kg/yr) vs. Month
Estimated Plot Observed vs. Estimated Load
Histogram Histogram of Observed Loads Ckg/yr)

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Garchart Conc Load FLow Daily Qfreq Residuals GridOpt
Date Month Histogram Conparison Both

Date Plot SampLe Flows (hm3/yr) vs. Date
Month Plot Sampte Flows (hm3/yr) vs. Month
Histogram Histogram of Sample Flows (hm3/yr)
Comparison Sample & Total Flow Histograms
Both Plot Sample Flow vs. Daily Mean Flow

Plot/Daily procedures display the entire flow record against date or month
or as a histogram:

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load FLow Daily Qfreq Residuals GridOpt
Date Month Histogram

Date Plot Daily Flows (hm3/yr) vs. Date
Month Plot Daily Flows (hm.3/yr) vs. Month
Histogram Histogram of Daily Flows (hm.3/yr)

Three format options are available for plotting daily flow against date:

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities HeLp Quit
Barchart Conc Load Flow Daily Qfreq Residuals GridOpt
Date Month Histogram
1Linear 2Log 3Filled

1Linear Plot Daily Flows (hm3/yr) vs. Date - Linear Scale
2Log Plot Daily Flows (hWn3/yr) vs, Date - Log Scale
3Fitlltd Plot Daily Flows (hm3/yr) vs. Date - Filled

In addition to plotting the daily flow values, each of these formats also indi-
cates daily flows on the dates of sample collection (red squares). Th.ese dis-
plays are useful for identifying gaps in the sample record and for assessing
sample coverage of major hydrograph features. The ILinear and 2Log dis-
plays use different symbols to identify strata. The 3Filled display does not
"identify strata. If zero flows are contained in the record, these are plotted as
one-half of the lowest positive flow value in the 2Log displays.
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The Plot/Qfreq procedures display cumulative frequency distributions of
sampled flow and total flow:

ýFL UX - VERSION 4.5 --------
Data Calculate Method Plot List: UtiLities Help Quit
Barchart Cone Load Flow Daily gfrea ResiduaLs Gridopt I
T Freq V Freq

T Freq Time Frequency Distributions for SampLe & Total Flow
V Freq Volume Frequency Distributions for Sample & Total FLow

In the first case, the y axis reflects the cumulative percentage of total samples
or total flow days. In thie second case, the y axis is the cumulative percentage
of the total sample volume or total flow volume.

Plot/Residuals procedures display residuals for the current calculation
method:

F L U X - VERSION 4.5
Data CaLculate Method Plot List Utilities HeLp Quit
Barchart Conc Load Flow Daily Qfreq Residuals Gridopt
Conc Load Flow Date Month His0ogram Autocor

Conc Plot ResiduaLs vs. Estimated Concentration (ppb)
Load Plot Residuals vs. Estimated Load (kg/yr)
Flow Plot ResiduaLs vs. Sample Flow (him3/yr)
Date Plot Residuals vs. SampLe Date
Month Plot ResiduaLs vs. Sample Month
histogram Hlistogram of Residuals for Current Calculation Method
Autocor Plot ResiduaL AutocorreLation - Resid(t) vs. Rcsid(t-1)

"The residual is defined as log lO(observed sample flux/estimated sample flux).
Different symbols are used to identify strata. The Autocor procedure shows
the lag-1 serial correlation of residuals with sample order based upon date.
As discussed above (see Theory), serial correlation can influence the accuracy
of error estimates and determine the appropriateness of time-series methods
for estimating loads.

List procedures

List procedures can be accessed only if a valid data set and stratification
scheme have been defined. Three tabular output totmats are provided using
the currently selected calculation mnethod:

- ,F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit

Residuals Breakdowns Jackknife

ResiduaLs List Residuals & Screen for Outlicrs
Breakdowns List Load & Flow Breakdowns by Stratum; Optimal Sample ALLoc
Jackknife List Jackknife Table for Current Calculation Method

List/Residuals procedures provide detailed listing of observed and pre-
dicted concentrations foi- the cu'rrently selected calculation method:
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F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Residua.s Breakdowns Jackknife
ALL Outliers Signif

ALL List ALL Residuals Without Screening for OutLiers
Outliers List Outliers
Signif Set Significance Level for Outlier Screening

The first procedure lists observed concentrations, estimated concentrations,
and residuals (loglO (observed/estimated)) for each sample. The second pro-
cedure has a similar format, but lists only samples which are suspected
outliers. Outliers are detected based upon deviation from a lognormal distri-
bution; see the associated help screen for a description of the outlier detection
method. If any outliers are detected, the user may elect to delete them from
the current sample list; source data files are not modified. The outlier detec-
tion procedure is iterative and automatically repeats itself until no outliers are
detected. The last procedure sets the significance level tbr outlier screening
(default = 0.05).

The i.stlBreakdowns procedure provides detailed inforrmation on the dis-
tribution of flow, flux, and error variance as a function of stratum ftr the cur-
rent calculation method:

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities HlLp Quit
FResli dual s Breakdowns Jackknife

Breakdowns List Load & FLow Breakdowns by Stratum; Optimal SwnpLe ALloc

The top half of this output screen shows the sample properties. The bottom
half estimates the optimal sample allocation across strata based upon the cur-
rent sample properties. The optimal allocation is defined as the distribution of
sampling effort (percentage of total sample events in each stratum) which
leads to the lowest error in the load estimate. This information can be used to
refine future data-collection efforts.

The List/Jackknife procedure shows the derivation of the errol variance
estimate for the current calculation method:

F L U X - VERSION 4.5
Data Calculate Method Plot Lis;t Utilities Help Quit
Residuals Breakdowns Jackknife

Jackknife List Jackknife Table for Current CaLculation Method

Each sample event is 0, xcluded, one at a time, from the sample set and the
load estimate is recalculated using data froin die remaining sample events.
The procedure lists and displays the distribution tof load estimates with each
sample event excluded. This can be used to identify samples which have a
relatively large impact on the computed average loads.
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Utilities procedures

Utilities procedures allow the user to redirect program output, view disk
files, or modify the default settings for various program options:

F L U X - VERSION4.5
Data Calculate Method Plot List Utilities Help Quit
Output View Set

Output Select Output Destination for Text
View View any DOS File
Set Set MisceLlaneous Program Options & Parameters

The Utilities/Output procedure redirects program output to a disk file or
to screen:

F L U X - VERSION 4.5

Data Calculate Method Plot List Utilities Help Quit
otu View Set
Screen Fite

screen Send Output to Screen (Default)
Fite Send Output to Disk File

The selected output destination remains in effe.,t until it is reset. Even if
Screen is selected, individual output screens can be copied to disk files after
viewing.

The Utilities/View procedure views any DOS file stored in ASCII format:

•F L U X - VERSION 4.5
Data CalcuLate Method PLot List UtiLities He'p Quit
output view Set

View View any DOS FiLe

Only the first 80 columns of each record are displayed.

Utilities/Set procedures modify the default settings for various program
options:

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
output View Set
Events Signif Restrict Method 6

Events Define Maximum Event Duration (Days) For Grouping Samples
Signif Set Significance Level for Testing Flow/Conc Regression
Restrict Toggle Option to Restrict Flow Ranges for Model Application
Method 6 Toggle Option for Error Analysis Using Catc Method 6

ma IThe Utilities/Set/Events procedure sets the maximum duration of an inde-
pendent sampling event for the purpose of estimating error variances:

F L U X - VERSION 4.4
Data Calculate Method Plot List utilities Help Quit
Output View Set
Events Signif Restrict Method 6

Events Define Maxiniix Event Duration (Days) For Grouping Samples
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This setting does not influence mean load estimates. The default setting is
1 day. If the sample record contains hydrographic events lasting longer than
1 day and if multiple samples are collect e within events, settings longer than
1 day may be appropriate.

The Utilities/Set/Signif sets the statistical significance level required before
flow/concentration regression models are applied in calculating loads:

F L U X - VERSION 4.5
Data Calculate Method plot List utilities Help Quit
Output view Set

Events Sionif Restrict Method 6__

Signif Set Significance Level for Testing FLow/Conc Regression

This setting only influences loads calculated using Method 4, Method 5, or
Method 6. The Signif setting has a valid range of 0.0 to 1.0. If Signif
= 0.0, the sample regressions are never used; the slope of the log concentra-

tion versus log flow relationship is always set to 0.0 before calculating loads.
If Signif = 1.0 (default), the regression slope calculated from the sample
record is always used (regardless of its significance level). If Signif = 0.05,
the sample regression slope is used only it' it is different from zero at the 0.05
significance level.

The Utilitiies/Set/Rustriet toggles the option to restrict concentration versus
flow regressions to the range of sampled flows:

F L U X - VERSION 4.5
Data CaLculate Method Plot List Utilities Help Quit
Output View Set
Events Signif Restrict Method 6

Restrict Toggle Option to Restrict FLow Ranges for Model Application

This setting only influences loads calculated using Method 6. If the Rtetrict
setting is on (default), daily flows are restricted to the range of sample flows
before applying the regression to calculate loads. For example, if the maxi-
mum sampled flow is 98 hm3/year, the predicted concentration at a flow of
98 hm3/year is applied to all days when the flow exceeds 98 hm 3/year. If the
Ristrict setting is off, extrapolation of the regression beyond the range of
sampled flows is permitted, this is risky, hut may be appr~opriate if the slope
is well defined fromi the sample data and if the extrapolation is not over a
wide flow range. This option will have no effect if the range of sample flows
equals or exceeds the range of daily flows, which is the desired situation when
data are derived from an ideal sampling program. The setting turns on and
off each time the Restrict procedure is selected. A screen message beneath
the menu indicates the current setting.

The UtilitiLs/Set/Method 6 procedure toggles the option to conduct error
analysis calculations using Method 6:
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F U X -VERSIO 4.5
Data CaLcuLate Method Plot List utilities Help Quit
Output View Set
Events Signif Restrict Method 6

Method 6 ToggLe Option for Error AnaLysis Using CaLc Method 6

If Method 6 setting is on (default), error estimates are calculated for
Method 6. Depending upon the numbers of sample and daily flow records,
these calculations can be time-consuming because the concentration/flow
regression is applied separately to each daily flow. If the Method 6 setting is
off, error analyses ue not conducted and the CV of the Method 6 load esti-
mate is set to 0.0. The setting turns on and off each time the proc"•lure is
selected.

Help procedure

Supplementary help screens can be viewed from the program menu by
selecting the Help procedure:

c L U X- VERSION 4.r ,
Data CaLcuLate Method Plot List Utilities HeLp Quit

HeLp View Help Screens

Quit End session

This provides access to help screens that are organized in seven categories, as
summarized below:

HELP TOPICS
INTRODUCTORY SCREENS
PkOGRAM MECHANICS
GLOSSARY
DATA FILE FORMATS
CALCULATION METHODS
OUTPUT FORMATS
GENERAL GUIDANCE

A help category is selected by moving the cursor and pressing <Enter>. A
list of the help screens available in the selected category is presented. Context-
sensitive help screens can also be accessed during execution of other proce-
dures by pressing the < F I > function key. The general Help menu can also
be accessed from any Data-Entry screen by pressing <F9>.

Quit procedure

F L U X VERSION 4.5

Data Clculate ehd Ulo Lis -uESIN tilities Help Quit
Quit End Session

Selecting Quit from the main menu ends the current session after user
verification.
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Typical Application Sequence

Flux input data files can be generated using formats described below (see -
Data File Formats). The user directs the flow of the program through the
four-level tree menu screen described in the previous section. A Documented
Session showing steps involved in a typical application is provided at the end
of this chapter. The program starts by reading in the concentration and flow
data and using the data files and date ranges specified by the user. Data strat-
ification can be defined/redefined at any time, based upon flow, date, and/or
season ranges. The analysis is subsequently directed from the main menu,
which includes categories of procedures. After executing a given procedure,
the program returns to the main menu for another selection.

Because each loading estimation problem is unique, it is impossible to
specify a "universal" pathway for the analysis. In some cases, a few itera-
tions (mainly involving alternative strata definitions) would be required before
arriving at an acceptable loading estimate. Generally, however, a typical pro-
gram application sequence is outlined in Table 2.4.

Further steps would involve, but not be limited to, refinement of the strati-
fication scheme, testing of alternative models, deletion of outliers, and testing
for trends.

The selection of the "best" loading estimate to be used in subsequent mod-
eling efforts is up to the user, based upon the following criteria:

a. Calculation method and stratification scheme yielding minimum esti-
mated variance in the mean loading estimate.

b. Sensitivity of the loading estimate to alternative calculation methods,
stratification schemes, and individual samples.

c. Residuals analysis results.

The selection can be based primarily upon minimum estimated variance,
provided that the following conditions are met (corresponding FLUX proce-
dures are listed in parentheses):

- a. Sampling is representative; date and flow ranges are reasonably well
covered. (Plot/Daily/Date, Calculate/Compare).

b. Sampled and total flow means are equal within each stratum (Calcu-
late/Compare, Calculate/loads).

c. Residuals are reasonably independent of date, season, and flow.
(Phlo/Rti duals/lM'te,Monthllow).

d. Residuals arc serially indel)Cpldent. (Plot/RL~iduaLk/Autocofr).

2-26 Chapter 2 FLUX



L Table 2.4
Typical Application Sequence ___________

Stop Mnu Selections Function3

1 Data/Road/Roset Road sample and flow data
or Data/Rlead/Index fromi disk

2 Plot/DuilylDaot Plot daily flow record, show-
Ing sample dates

3 Caiculuto/Comipare Compare sample and total
flow distributions

4 Data/Strutlfy/Flow/2Strata Stratify Into two groups at
mean flow

5 Plot/Conc/Flow Plot concentration versus flow

8 Caloulate/Loadu Calculate loads using each
method

7 Plut/Barohart/Loadu/Mathod Plot loads versus caluulation
method

a Mothod Soloct calculation method
start with Method 2

9 Plot/Luudu/Estlniutotd Observed versus estimated
loads on sample dates

10 Plot/Residuals/Date Tout for time dependence of
residuals;

11 Plot/Reosiduals/Month Tost for seasonal dopundencti
of residuals

12 Plot/Reslduals/Flow Tout fur flow dependence of
residuals

13 1 Raitarata I RuvIuw results
Return to Step 4 or 8
lncroaus flow strata until

niethods converge
Try othur calculation mothods
Try using daily flows in

place of Inst. flows

14 List/Braakdowns List breakdown by stratumn

I optimal sample allocation

indicated, par'ticularly if the tributary UCCOLuntS for a major portion ot the total
reservoir loading.

Chapter 2 FLUX 2-27



Differences among the various calculation methods should be interpreted ii
relation to the estimated variances. For example, a range of 45 to 50 kg/year
in the mean loading estimate is of little significance if the estimated coeffi- S
cients of variation are on the order of 0. 1 or greater. Provided that flow
regimes are adequately sampled, limited variation ainong calculation methods
suggests robust results. Calculation Methods 2 or 3 are generally the most
robust and should be used (typically with flow stratification into two groups
with the boundary set near the mean flow) if load estimates must be generated
from limited data not conforming rigidly to the above criteria.

A general approach is to refine tile stratification scheme so that estima!..:s
for six calculation methods converge to a common result, This occurs when
the mean estimates for Methods 1-6 are not significantly different from each
other. The uncertainty of the estimates (CVs) may differ substantially, how-
ever. In most cases, the Method 2 estimate will have the lowest uncertainty
and should be used if convergence is reached. A regression estimate (usually
Method 6) may have the lowest uncertainty if stratification alone does not cap-
ture essential features of the flow/concentration relationship, especially if flow
and concentration are strongly correlated within the highest flow stratum.

In applications to small, flashy streams or storm sewers, special consider-
ation must be given to the specification of sample flows. In flashy streams,
the variance and extremes of instantaneous sample flows will be considerably
higher than the variance and extremes of daily mean fltows. This can cause
severe bias in the load estimates when (a) concentration varies with flow, and
(b) either the data are stratified based upo)nl flow or a regression method (4-6)
is used. To avoid this bias, the time scale (averaging period) of the sample
flows should be equivalent to the time scale of the daily flows. This can be
accomplished in one of two ways:

a. Preprocess the instantaneous flows arid sample concentrations so
that each sample record read by FLUX represents a daily mean
flow and daily flow-weighted mean concentration.

b. Read the instantaneous flows and sample concentrations into
FLUX. Run the "Data/Composite" procedure to calculate a
daily flow-weighted mean concentration for each sample day.
Then run tile "Data/FlowSuh" pricedure to substitute daily

miean1 flows for sample miean flows. Then proceed with load
calculations.

This type of problem is generally indicated when the mean sample flow in
the highest fhow stratum is significantly higher than the mean daily flow (Cal-
culate/Compare or Calculate/Loads procedures). It is also revealed by plot-
ting sample flows against daily mean flows (Plot/Flow/Both procedure). 7f
the sample flow rates generally exceed the daily flow rates (particularly in the
high-flow range), one of the preprocessing steps outlined above should be
taken. In any application where instantaneous samples are used, it is gener-
ally a good idea to test whether substitution of daily mean flows has an effect I

2-28 
cChapter 2 FLUX



on te load estimates. If such an effect is indicated, estimates based upon
daily mean flows are less likely to be biased.

In a reservoir eutrophication study, FLUX can be used to estimate annual
(Uctober-September) and seasonal (May-September) loadings of total phospho-
r-us, or. -phosphorus, total nitrogen, inorganic nitrogen, and a conservative
substan;,• for each sampled tributary and outflow. For annual calculations,
water-year loadings (October-September) are generally more appropriate than
",alendar-year loadings for use in predicting growing-season water quality in
the reservoir pool. Unless flow/concentratvon/seasonal dynamics differ
markedly among the nutrient components, it is a good idea to use the same
stratification scheme for each component. The stratification scheme can be
optimized for calculating total phosphorus loading (usually the most important)
and subsequently iused in calculatirg other component loadings.

Procedure Outline

F.)llowing is a list of all FLUX proceures. Names are listed on the left.
Indentation reflects Menu level (Lines 1-4). A brief description of e2ch pro-
cedure is given on the right.

D3ta Reb-s and/or Stratify Data
Read Read ieA Sample and/or Flow Data

Reset Read ilew Sample & Flow Data, Reset Stratilication Scheme
Keep Read New Sample & Flow Data; Keep Current Stratification Sch
Samples Read New Sample Data Only; Keep Current Stratification Schem
Index Read Sanmle & nlow Date from Station Index File

Stratify Divide Samples & Flows into 6roups for Load Calculations
Flow Define Strata Based Upon Flow; Reset Data & Season Limits

2 Strata ? Flow Strata - Boundary at .MEAR
3 Strata 3 Flow Strata - Boundaries at QI4EAN/2, GMEAN x 2
4 Strata 4 Flow Strata - Boundaries at QMEAN/2, GMEAN x 2, QMEAH! x 8
Other Use Flows to Define Strata; Enter Flow Bounds Directly

General Detine General Stratification Scheme vs. Flow, Date, Season
Reset Reset Stratification Scheme - Use 1 Stratum Only
List List Current Stratification Scheme & Sample Counts

Delete Delete a Specific S.mple or Delete Excluded Samples
One Delete a Specific Sample
Excludd Delete All Samiples Excluded from Current Stratification Sche

compos:ite Composite Samplts by Dat.-
FlowSub Sulbstitute Daily Mean Flows foi Sample Flows
Title Enter New Title for Labeling Output
List List Sample or Flow Input Data

Samples Lis' Sample Data
Flows List Flow Data
Missing List Missing or Out-of.Sequence Daily Flows

Calculate Calculate Loads Using Current Data & Stratification Scheme
Compare Compare Sample Flow & Total Flow Distributions
Loads Calculate Loads Using Each Met'od
Series Generate Load Time Series Using Current Model

Yearly Generate Load Time Series by Calendar Year
WtrYearly Generate Load Tiae Series by Water Year
Monthly Generate Mnnthly Loao Time Series
Daily Generatl. Daily Loau Time Series

Method Select Flux Calculation Method Used in Plots & Tables
1 AVG LOAD Method 1- Mean Load
2 Q WTD C Method 2 - Flow-Wtd-Mean Conc.
3 IJC Method 3 - Flow-Wtd-Mean Cone. (IJC Modification)
4 REG 1 Method 4 - Regression Model 1
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5 AEG 2 Method 5 Regression Model 2
6 REG 3 Method 6 - Regression Model 3 - Log(C) vs. log(O) Separate

PLot Plot Load, Flow, and/or Concentration Data
Barchart Barcharts of Load, Mass, or Concentration Estimates

Load Load (kg/yr) Barcharts vs. Calculation Method or Strattm
Method Plot Load Estimates (kg/yr) vs. Calculation Method
Stratum Plot Load Estimates (kg/yr) vs. Stratum

Mass Mass (kg) Barcharts vs. Calculation Method or Stratum
Method Plot Mass Estimates (kg) vs. Calculation Method
Stratum Plot Mass Estimates (kg) vs. Stratum

Coms Flow-Weighted Concentration (ppb) vs. Calc. Method or Stratu
Method Flow-Weighted Concentration (ppb) vs. Calculation Method
Stratum Flow-Weighted Concentration (ppb) vs. Stratum

Flow Mean Flow (hm3,yr) vs. Stratum _
Corc Plot Sample Concentrations (ppb)

Flow Plot Sample Concentration (ppb) vs. Flow (hm3/yr)
Date Plot Sample Concentration (ppb) vs. Date
Month Plot Sample Concentration (ppb) vs. Month
Estimated Plot Observed vs. Estimated Cone. for Current Cetc. Method
Histogram Histogram of Observed Concentrations (ppb)

Load Plot Sample Loads (kg/yr)
Flow Plot Load (kg/yr) vs. Flow (ha3/yr)
Date Plot Load (kg/yr) vs. Date
Month Plot Load (kg/yr) vs. Month
Estimated Plot Observed vs. Estimated Load
Histogram Histogram of Observed Loads (kg/yr)

Flow Plot Sample Flows (hm3/yr)
Date Plot Sample Flows (hnm/yr) vs. Date
Month Plot Sample Flows (hm3/yr) vs. Month
Histogram Histogram of SampLe Flows (hm3/yr)
Comparison Sample & Total Flow Histograms
Both Plot Sample Flow vs. Daily Mean Flow

Daily Plot Daily Flows (hm3/yr)
Date Plot Daily Flows (hrN/yr) vs. Date

ILinear Plot Daily Flows (hm3/yr) vs. Date - Linear Scale
2Log Plot Daily Flows (hn.3/yr) vs. Date - Log Scale
3Filled Plot Daily Flows (hm3/yr) vs. Date - Filied

Month Plot Daily Flows (huil/yr) vs. Month
Histogram Histogram of Daily Flows (hN3/yr)

Qfreq Plot Flow Frequency Distributions
T Freq Time Frequency Distributions for Sample & Total Flow
V Freq Volume Frequency Distributions for SairpLe & Total Flow

Residuals Plot Residuals zLOGIO (Obs./Est.) Loads with Regression
Conc Plot Residuals vs. Estimated Concentration (ppb)
Load Plot Residuals vs. Estimated Load (kg/yr)
Flow Plot Residuals vs. Sample Flow (hm3/yr)
Date Plot Residuals vs. Sample Date
Month Plot Residuals vs. Sample Month
Histogram Histogram of Residuals for Current Calculation Method
Autocor Plot Residual Autocorrelation - Resid(t) vs. Resid(t-1)

Gridopt Toggle Plot Grids On or Off

List List Output Formats for Current Calculation Method
Residuals List Residuals & Screen for Outliers

ALL List ALL Residuals Without Screening for Outliers
outliers List Outliers
Signif Set Significance Level for Outlier Screening

Breakdowns List Load & Flow Breakdowns by Stratum; Optimal Sample ALloc
Jackknife List Jackknife Table for Current Calculation Method

Utilities Program Utilities & Options
OutpJt Select Output Destination for Text

Screen Send Output to Screen (Default)
File Send Output to Disk File

View View any DOS File
Set Set Program Options & Parameters

Events Define Maxirnli Event Duration (Days) For Grouping Samples
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Signif Set Significance Level for Testing Ftow/Conc Regression
Restrict Toggle Option to Restrict Flow Ranges for Model Application
Method 6 Toggle Option for Error Analysis Using Calc Method 6

Help View Help Screens

Quit End Session

Data-Entry Screens

Following is a listing of each data-entry screen in FLUX and its associated
HELP file. These are accessed via the Data/Read or Data/Stratify procedures.
The help screens are accessed by hitting < F1 >. Additional help screens
containing more detailed information on specific fields may be obtained by
moving the cursor to the field and hitting < F8 >; this works only when the
message "< F8 > = HELP FIELD" appears in the lower right corner of the
screen.

DATA-ENTRY SCREEN: Data/Read/Reset, Keep, or Samples

FLUX INPUT SCREEN

TITLE:
DOS PATH:

FLOW DATA FILE:
FLOW LABEL:

SAMPLE DATA FILE:

SAMPLE STATION CODE:
CONC VARIABLE: CONC UNIT FACTOR: --
FLOW VARIABLE: FLOW UNIT FACTOR: _--

FLOW SIGN (1 or -I)__

SCREENING VARIABLE: RANGE: TO

SAMPLE DATE RANGE: >x _ (YYMMDD)
FLOW DATE RANGE: >= _ (YYMMDD)
SEASON RANGE: >= _ (MMDD)

HELP SCREEN:

Data Read

Read input sample & flow data from disk files.
PATH specifies directory for input fites (e.g., C:\FLUX)
Input file formats specified by file extensions:

'file.FLX' - original FLUX format
'file.WK1' - LOTUS-123 Worksheet
'file.DAT' - free-format ASCII File
'file.ASC' - alternative free-foriat ASCII
'file.FLO' - alternative free-format for daily flows

Use Procedure 'Help' or <F9> to get description of file formats.

CONCENTRATION & FLOW SCALE FACTORS are read from .FLX files. They
must be entered on screen for other input file formats. Use a flow
scale factor of .8937 if file flows are in ft3/sec (cfs).

If CONC or FLOW Labels are blank, user will be asked to select them
from List of all fields contained in file.

Press <FB> to get help on specific input fields.
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DATA-ENTRY SCREEN: Data/Read/Index:

READ SAMPLE & FLOW DATA FROM STATION INDEX FILE

TITLE:

DOS PATH:

STATION INDEX FILE:

SCREENING VARIABLE: RANGE: TO

SAMPLE DATE RANGE: >- (YY"D)

FLOW DATE RANGE >- < (YYMMDD)

SEASON RANGE: >= < _ (MMDD)

HELP SCREEN:

Data Read Index

Reads New Samples & Flows from data files specified in a
Station Index FiLe (*.IDX). Station Index Files facilitate
access to sample and flow data. Suggest creating a separate
index file for each project or reservoir.

An ASCII text editor (e.g. DOS EDIT) is required to create

or edit an index file (outside of FLUX).

Use one of the sample index files (*.IDX) as a template.

If the TITLE is blank, station label wiLl be assigned.

If the index file name is blank, user wiLL be prompted to select
from a list of all index files stored in the current PATH.

Resets stratification scheme after data are read.

See 'Help - Station Index Fite Format, for details.

DATA-ENTRY SCREEN: Data/Stratify/Flow

STRATIFY BASED UPON FLOW
UNITS KM3/YEAR

MEAN FLOW:
MAXIMUM FLOW:

SAMPLE FLOW
STRATUM UPPER FLOW LIMIT COUNT COUNT

I <

2 <

3 <

4 <

5 <
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HELP SCREEN:

0 Data Stratify Flow

Divide sample & flow data into groups or strata based upon flow.

Set upper bound for flow in each stratum.

Sample included in stratum if flow < upper bouind.

Season & date ranges are reset.

Flow bourds must be in Increasing order.

To include aLl data, upper bound of last defined stratum
should exceed maxiau flow.

Set upper flow Limit to 0 for unused strata.

DATA-ENTRY SCREEN: Data/Stratify/General

DEFINE STRATIFICATION SCHEME

FLOUS-(HN3/YR) DATE-(YYKODD) SEASON-(NND) PREVIOUS

STR >wMIN C MAX >MIM < MAX >MIN < MAX SAJP FLOWS

1 __ _ "

2 -

4

S5

HELP SCREEN:

Data Stratify GeneraL

Divide sample & flow data into groups or strata based upon flow,
date, and/or season.

Sample & flow counts for previous stratification scheme (before
editing) are shown on right.

Set Limits to 0,0 to include all data.

Also, if MIN-MAX, all data are included.

Seasonal Definitions Wrap Around Calendar, e.g.:lNIN- 0401, MAX-1001 (samples between April 1 & Sept 30)
MIM: 1001, MAX=0401 (samples between Oct 1 & March 31)

Samrples and flows not within any defined stratum are excluded
from Load calculations & displays.

Data File Formats

FLUX requires input data files containing sample, data (i.e., the concentra-
tions and instantaneous fltnws) anld 11w data (i.e.. the collti nu•ous flow record

For the period of interest). Elxperience w idh the program indicates that most of
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the effort required to apply the program involves setting up the required data
files. Several format options are provided to facilitate this task. Five data-file
formats are supported ftr sample and flow data records. One format is
supported for the optional station index file. Brief descriptions, naming con-
ventions, and file names are given in Table 2.5.

Table 2.5
FLUX File Formats

File Naming File
Format Convention Contents Examples

FLUX formatted *.FLX Sample and flow data CADDO.FLX

ASCII O.DAT Sample data CADDO S.DAT
Flow data CADDOOODAT

ASCII ".ASC Sample data CADDO_S2.ASC

ASCII *.FLO Flow data CADDO.FLO

Lotus- 123 *.WK1 Sample data CADDOS.WK1
Release 2.X CADDO SI .WK1

"CADDO S2.WK1
Flow data CADDOQ.WK1

ASCII '.IDX Station inldax CADDO.IX

Although only one spreadsheet format is provided (*.WK1), most other
spreadsheet programs (including Windows versions) can export files in the
.WKI format. Lotus WK3 and WK4 (Windows) file formats are not equiva-
lent to the WK1 format. If a Windows version of Lotus is being used, all of
the data must be stored on the first page of the worksheet, and the .WK1
extension must be specified in saving the file. If the user's spreadsheet pro-
gram cannot save or convert files to the .WK1 format, data can be printed to
a disk as an ASCII file and edited to comply with one of the ASCII formats
described below.

The following general rules apply to all file formats (except where noted):

a. A Date field must he included, labeled at the top of the tile as follows:
DATE Lotus-123 date (Days from Jan 1. 1900), or
YYMMDD year-mni•th-day format, numeric value
(This does not apply to the *.FIX frnrmat in which dates are always
assumed to be in YYMMDD tormat). Dates cannot be specified as
character strings.

2-34
Chapler 2 FLUX



b. Spreadsheet columns must be contiguous starting with Column A (no
~ blank columns).

c. Spreadsheet Rows must be contiguous (reading stops at first blank
row). Entries beyond the first blank row in a spreadsheet are ignored.

d. Sample files can be sorted in any order.

e. Daily flow files should be sorted by date.

f Missing values are identified using the missing value codes specified at
the top of die file (ASCII formats).

g. Blank fields in spreadsheets are assumed missing. If a blank field is
intendew, make sure that it is truly blank and not a character field filled
with spaces; tLe Ltter will be interpreted as zero (not necessarily
missing).

h. For concentrations, blank, negative, zero values, or character strings
are assumed missing.

i. For daily flows, negative or zero values (other than the specified miss-
ing value code) or character strings are interpreted as zeroes (no flow).

j. With the exception of the optional station field in the first column of
sample workshects, all spreadsheet entries should be numeric values or
blank. Character constants are interpreted as zeroes. Computed fields
in spreadsheets (numeric values assigned by formulas) are acceptable
for all fields except the optional station field (character string).

k. In specifying file names, variable labels, and station codes, case is not
significant (i.e., "stal" = "STAI" = "StAI" ).

1. A maximum of 64 fields (columns) can be contained in the sample or
flow data sets. FLX fbrmat files can contain up to seven fields.

Each file format is described in detail below. Examples are provided on the
program diskette.

*.FLX Format for Sample & Flow Data

This format is indicated by the .FLX file extension. This fixed-format file
contains both sample data and daily flow data. The file contains tour groups:

Group 1: Title (maximum = 48 characters)
FORMAT (6A8)

0
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Group 2: Variable Index - ID, LABEL, CF

FORMAT (12, 1 X,A8,F8.0)

ID = Integer subscript (maximum = 7)

LABEL = Flow and water quality variable label (e.g.,TOTALP,
FLOW) (maximum = 8 characters)

CF Factor to convert data units to program units
Program Units = MILLION M3IYR (hmn/yr) for flow
Program Units = MG/M 3 = PPB for concentration

NOTES:

a. Conversion factors contained in the input file will override those speci-
fied on the input screen.

b. If the flow lookup option is used (sample flows retrieved from daily
flows), the appropriate flow conversion factor must be specified on the
FLUX data-entry screen.

c. The order of variable labels must correspond to that specified in Data
Group 3 (columns).

d. The last record of Data Group 2 must be - "00".

Group 3: Water Quality Records - DATE, S, (C(l),I= 1,N)
FORMAT (F6.0,2x,7F8.0)

DATE = Date in YYMMDD format (e.g., 840126)

CM) Data value (include decimal points or right-justify in field;
entries that are blank, zero, or negative are assumed to be
in!ssing). At least one of these should refer to sample con-
centration. The sample flow field is optional if the 'Lookup'
option is specified when retrieving data.

N = Number of variable indexes defined in Group 2

NOTES:

a. The last record of Data Group 3 must be - "000000".

b. Include one record for each sample (maximum samples = 500).

c. Use blanks, zeros, or neg tive values for missing concentrations or
sample flows.
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Group 4: Flow Distribution Records - DATE, FLOW
FORMAT (F6.0,2x,F8.0)

DATE = Date in YYMMDD format

FLOW = Flow must be in the same units as the sample flows specified
in Group 3. Include decimal point or right-justify in field.
Zero or negative entries are valid. Blank values are inter-
preted as zeros (omit the entire record if flow is missing for
a given date).

NOTES:

a. The last record of Data Group 4 must be - "000000".

b. Include one record for each mean daily flow (maximum flow
records = 7000).

The file 'CADDO.FLX' is an example of this format:

degray inflow, Jan 78 - Dec 80 - fLows in cm; Group 1
id-labeL ---- cf-.... Group 2
01 flow 31.56
02 total p 1.
03 total dp 1.
04 ortho p 1.
00
dates flow totul p tdp ortho p Group 3
780102 4.70 12.00 4.00 4.00
780109 4.39 11.00 10.00 4.00
780117 47.00 71.00 0.00 4.00
780123 9.08 18.00 0.00 8.00
780130 16.30 19.00 0.00 0.00
etc.
810922 2.98 16.00 9.00 8.00
810929 13.80 23.00 14.00 10.00
000000
date f Low Group 4
780101 5.09
780102 4.66
780103 4.66
780104 4.66
etc.
801229 4.35
801230 4.25
801231 4.13
000000
<EOF>

*.DAT ASCII Format for Sample or Flow Data

This format is specified by the '.DAT' file extension. This is a free-
format ASCII file. Colunmn locations are not significant. Entries are sepa-
rated by spaces or commas. The layout is as follows:
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Line I Title
Line 2 Number of Variables = M (columns in database)
Line 3 Missing Value Code (Typically zero or negative)
Line 4 to 3+M Variable Labels (Max 8 Characters Per Label)
Line 3+M...n Data Records (Any Number, Max 500 used at one time)

Variable labels must include a date field labeled as:

YYMMDD for dates in YYMMDD Format, or
DATE for dates in Lotus Format (# Days from Jan 1, 1900)

Variable labels may includý sample flows, concentrations, screening vari-
ables, or other record identifiers. Columns must be contiguous (no blank col-
umns). Rows (data records) niusý also be contiguous. Sample records can be
sorted in any order.

Units conversion factors are not inciuded in the file. These must be speci-
fied on the FLUX Input Screen or in the station index file (see below).

The file 'CADDOS.DAT' is an example of this format for sample records:

degray inflow flows in crns
5
0yylnmdd

flow
tp
total dp
ortho p
780102 4.7 12 4 4
780109 4.39 11 10 4
etc.
810922 2.98 16 9 8
510929 13.8 23 14 10
<EOF>

The file 'CADDO_Q.DAT' is an example of this format for daily flow
records:

degray inflow, Jan 78 - Dec 80 flows in cris
2
- 999

flow
780101 5.09
780102 4.66
780103 4.66
etc.
801230 4.25
801231 4.13
<EDF>

*.ASC ASCII Format for Sample Records

This alternative ASCII format for sample data can be used (instead of
*.DAT format) for files containing data for more than one station. The file

layout is as follows: 0
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Line 1 'Title' (enclosed in -ingle quotes)
Line 2 Number of Fields (columns) = Nfields
Line 3 Missing Value Code
Lines 4 thru 3 + Nfields 'Field Labels' (enclosed in single quotes)
Lines 4+Nfields etc Sample Records, free-format

Each sample record contains station code, date, and numeric fields.

All character entries in this file must be enclosed in 'single quotes'. This
includes the title line, field labels, and station labels. Fields are delimited by
spaces or commas.

The first data field (column) is used to specify 8-character station codes,
enclosed in 'single quotes'.

The file 'CADDOS2.ASC' is an example of this format for sample
records:

'degray inflow, flows in m3/sec - dates in yymmdd format'
6

-999.999
'Station'
'yymnmdd'

'flow'
'tp'
'tdp'
'orthop'

'Caddo' 780102 4.7 12 4 4
'Caddo' 780109 4.39 11 10 4
'Caddo' 780117 47 71 -999.999 4
etc.
'Caddo' 810915 3.25 48 15 15
'Caddo' 810922 2.98 16 9 8'Caddo' 810929 13.8 23 14 10
<EOF>

Although this example includes data from only one station, records from
other stations can be included in the file; the program will select the appropri-
ate records based upon the sample station code specified on the FLUX Input
Screen. If the specified sample station code is blank, all records are selected.

*.FLO ASCII Format for Daily Flow Data

This ASCII format for daily flow records is indicated by the '.FLO' exten-
sion. This is a free-format file containing one record per month:
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Line 1 Title (station descriptor, etc.)
Line 2 Missing Valu, :ode (must be a negative number)
Line 3.n Daily Flows (one record per month)

YY MM Q1 Q2 Q3 Q4 Q5 .... Qn, where n = # days in a month

Data records are free format. delimited by commas or spaces.

The program will read the appropriate number of days per line, depending
upon specified year and month.

If Line 2 (missing value code) is omitted, all negative values in the flow
file will be interpreted as missing.

The file 'CADDO.FLO' is an example of this format for daily flow
records:

cadda..q.f ta
-1
78 1 5.09 4.66 4.66 (etc. for 31 values) 18.29 15.81 13.42
78 2 11.72 10.51 9.73 (etc. for 28 values) 9.08 9.8
etc.
80 12 5.38 5.23 (etc.for 31 values) 4.35 4.25 4.13

*.WK1 Lotus-123 (Rel. 2.x) File Format for Sample Data

This spreadsheet format for sample data is indicated by the .WK1 exten-
sion. The layout is as follows:

ROWl A B C D E Ft-- COLI'N
"1 Worksheet TitLe - ti
2 STATIOW DATE VAR1 VAR2 VAR3 et6.<-- Labels (-=64)
3 stal 01/01/86 10.0 20. - data records
4 stal 02/03/87 15. 23. 34.
5 sta2 01/02/86 23. 100.
etc... (records contiguous)

The STATION field (optional) can be used to select data from a specific
station. If included, STATION codes must be stored as character constants in
COLUMN A of the worksheet. If the STATION column is excluded, FLUX
will read all data from the file.

One field may refer to sample flows, others to concentrations (Example:
VARI = flow, VARI = total p, VAR2 = ortho p, etc.) or to sample
identifiers.

The Date label (Cell B2 in this example) must be DATE if dates are stored
in Lotus format (days from January 1, 1990). The Date label must be
YYMMDD if dates are stored in YYMMDD format (numeric values only).
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The file 'CADDOS.WKI' is an example of this format with the optional
station field included and dates stored in Lotus format:

A 8 C 0 E F
I degray inflow, flows in m3/sec
2 Station date flow tp tdp orthop
3 UK 456 01/23/78 3.61 28 22 13
4 '1568 09/29/81 3.01 24 17 12
5 XXXX 09/08/81 3.57 18 15 13
6 1234 04/14/78 26.59 42 36 22
7 Caddo 01/02/78 4.7 12 4 4
8 Caddo 01/09/78 4.39 11 10 4
9 Caddo 01/17/78 47 71 4
10 Other 03/06/78 7.92 25 25 12
11 Caddo 01/23/78 9.08 18 8
12 Caddo 01/30/78 16.3 19
etc.

The file 'CADDO S1,WKl' is an example of this format with the optional
station field excluded and dates stored in Lotus format:

A B C 0 E F
1 degray inflow, flows in m3/sec
2 date flow tp tdp orthop
3 011021/78 4.7 12 4 4
4 01/09/78 4.39 11 10 4
5 01/17/78 47 71 4
6 01/23/78 9.08 18 8
7 01/30/78 16.3 19

The file 'CADDOS2.WK1' is an example of this format with the optional
station field included and dates storod in YYMMDD format:

A B C 0 E F
1 degray inflow, flows in m3/sec - dates in yymmdd format
2 Statior ytynvdd fLow tp tdp orthop
3 Caddo 780102 4.7 12 4 4
4 Caddo 780109 4.39 11 10 4
5 Caddo 780117 47 71 4
6 Caddo 780123 9.08 18 8

*.WK1 Lotus-123 (Rel. 2.x) File Format for Daily Flow Data

This spreadsheet format can be used for compact storage of flow data from
multiple stations:

ROW A B C D E <-- COLUMN
1 Daily FLow Data Base <-- title
2 DATE STA1 STA2 STA3 etc. <-- LabeLs (-64)
3 01/01/86 10. 20. <-- data records
4 01/02/86 15. 23. 34.
5 01/03/86 23. 100.
etc...

C lumns B + contain daily flow data from different stations.
(e.g., STAI = flow data from station 1, STA2 = data from station 2)

If flow data are missing, omit the entire row or leave field blank.

DATE or FLOW fields can be formulas or numeric constants.0
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The file 'CADDO_Q.WKI' is an example of this format for daily flow
records:

A a C D E

1 degray doi Ly flows in m.3/sec
2 date Caddo Sta2 Sta3 etc...
3 01/01/78 5.09
4 01/02/78 4.66
5 01/03/78 4.66
6 01/04/78 4.66
7 01/05/78 4.66
etc...

*.IDX Format for Station Index

A separate index of station codes can be maintained on disk to facilitate
reading of sample and flow data. The default extension of '*.IDX' is sug-
gested to identify a station index file. A maximum of 63 stations can be
indexed in a given file. An index file is accessed through the Data/Read/
Index procedure. The tormat is as follows:

Line 1 Title (for user reference)
Line 2 Flow Scale Factor (default, can be modified when read)
Line 3 Concentration Scale Factor (" ")
Lines 4+ Station Record, fields enclosed in 'quotes'

Station Record Format:
Field Description

1 station identifier (<= 8 characters)
2 sample station code (reference values in sample file)
3 sample file name
4 sample flow variable ('lookup' to retrieve from daily flow data)
5 flow station code (for .WK1 or .DAT data file types)
6 daily flow file
7 flow sign (+I or -1) not enclosed in quotes

This is a free-format file with fields delimited by spaces or commas. All
character strings must be enclosed in single quotes.

It is useful to create a separate index for each reservoir or group of stations
in a common application.

The file 'CADDO.IDX' is an example:

'Station Index for Caddo R - Each Reads Equiv. Data from Different File Formats'
31.56 'Default Flow Scale Factor (except for *.FLX files)'
1 'Default Conc ScaLe Factor (except for *.FLX files)'
'Caddol' ' ' 'caddo.ftx' 'flow' ' ' 'caddo.flx' 1
'CaKdo2' ' ' 'caddo s.dat' 'flow' ' ' 'caddoq.flo' 1

'Caddo3' ' ' 'caddo-s.dat' 'flow' 'flow' 'caddoq.dat' 1
'Caddo4' 'Caddo' 'caddo s.wk1' 'flow' 'caDDol 'caddoq.wkl' 1
'CaddoS' ' ' 'caddoqsl.wk1l' flow' 'CaddO' 'caddo .q.wk1' 1
'Caddo6' 'CADDO' 'caddo s2.wkl' 'flow' ' ' 'caddo q.fLo' I
'Caddol' 'Caddo' 'caddo-s2.asc' 'fLOw' ' ' 'caddoq.flo' 1
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'Caddo8l I I 'caddo.fLx' 'flow' 'flow, 'caddoq.dat' 1
'Ctd 0 o9J 'Caddo; 'caddo s.w1' 'f low' 0 1 1caddr q.f Io' 1
'CaddolO' 'Cad.o' 'caddo s.wkl' 'flow' 'CADDO' lcaddo q.wkl' I
'Caddoll' I I I caddos.dacl 'flow' 1 0 'caddo.fix' I

Fied 1 2 4 5 6 7

Once the station ,ndex file is created, the need to specify sample and flow
data files on data-entry screens is eliminated. The user selects the desired sta-
I -n (Cad'olI thru CadO&1 11) from a menu and the remaining details are read
from the index tile.

This example illustrates the wide variety of options which are available for
•--tting up -LUX input files. Each of the 'Stations' identified above 'Caddol'
through 'Caddo I 1' reads in exactly the same data by accessing files with dif-
ferent formats. In actual appli,:ations, each station would refer to a different
location or data set. Examples of other *.IDX files are included on the pro-S~groan disko:,i.

FLUX Documrnted Session

This section demonstiates a typical FLUX session. As a .-aining exercise,
the user should be able to recreate this session by running FLUX and access-
ing the daia files for Caddo i6iver supplied with the program. L""tes to the
user are provided in italics below. Selected menu optimis a,, underlined. To
begin, ener 'flux' at the prompt.

>FLUX

F .' U X

STREAM LOAD COMPUTATIONS
VERSION 4.5

Environmental Laborztory
USAE Waterways Experiment St:.ion

Vi-ksburg, Mississippi

March 1995

PRESS KEY TO CONtINUE, <ESC> RETURN TO MENU lOc

A series o, introductory screens appear. These contain hriefd"sc.;iptions of
the program antd summarize any new fjratures not documented in this manual.
To bypass these screew" Press < Esc > and the program menu will appear.

_ F L U X - VERSION 4.5
Dat Citcu'.ite Method Plot List Utilities Help Quit
Read .tr'cify Delete Composite FlowSub Title List

Read, 51ratity, or LIst Data

MOVE CURSOR & HII <Enter> OR <First Letter> '0 RUN ROUTINE, <F1,F7> HELP
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"VARIABLE -
SAMPLE FILE STATION -
SAMPLES w 0, DATE3 0 0 to 0, MEAN FLOW * .00 HM3/YR
FLOW FILE * FIELD *
FLOWS 0, DATES - 0 to 0, MEAN FLOW • .00 Hk3/YR

WAX EVENT DURATION a 1 DAYS, FLOW RESTRICTION * YES

STRATUM: 1 EXCLU TOTAL
SAMPLE COUNTS: 0 0 0

EVENT COUNTS: 0 0 0
FLOW COUNTS: 0 0 0

OUTPUT TO: SCREEN CALC METHOD: 0 WTD C

A one-line message describing the currently selected procedure appears at the
bottom of the menu box. Characteristics of the current data set and program
option settings are listed on the bottom half of the screen. Since no data set
has been loaded, the above values are zeroes or blank.

Select Data/Read/Index to read in a data set for Caddo River:

F L U X - VERSION 4.5
Data CaLcuLate Method Plot List UtiLities Help Quit
Read Stratify DeLete Composite FiowSub TitLe List
Reset Keep SampLes Index

Read Sample & Flow Data from Station Index File

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <FI,F7> HELP

READ SAMPLE & FLOW DATA FROM STATION INDEX FILE

TITLE: Caddo River

DOS PATH: d:\coe\fLux\caddo

STATION INDEX FILE: caddo.idx

SCREENING VARIABLE: RANGE: 0 TO 0

SAMPLE DATE FANGE: >= 0 0 (YYMMDD)

FLOW DATE RANGE: >= 0 < 0 (YYMMDD)

SEASON 1. J : >= 0 < 0 (MIDD)

station index fiiL- name F8=HELP/FIELD
FI=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

"The program reads the station index file 'caddo. idx' and lists the indexed sta-
tions. As discussed in the Data File Formats section, this example index file
illustrates a variety of data set coiJigurations all accessing the same data. In
practice, users can create separate iM4'ex files to facilitate access to data for
different stations within a given project or reservoir. Caddol is selected here.
Date or season limits can be entered this screen. Press < F2 > to
proceed.
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FIELD
> Caddol

Caddo2
Caddo3
Caddo4
Caddo5
Caddo6
Caddo7
Caddo8
Caddo9
CaddolO
Caddol 1

Sample and flow files for the selected station ore opened. 7he program reads
the file headers and asks the user to select the variable to be analyzed (total p)
from a list of all fields contained in the sample file.

Locating Saapte File....
OPENING SAMPLE FILE = caddo.flx

F IELD

f I ow
> ItotalI

total dp
ortho p

D7.FINE FIELD FOR: CONCENTRATION
Locating SanpLe File ....
OPENING SAMPLE FILE = caddo.fLx
SAMPLE CONCENTRATION FIELD = total p
CONCENTRATION UNITS FACTOR = 1.000000
Define Flow Scale Factor
Scale Factor ? < 31.5600 > ?
Define Concentration Scale Factor for; total p
Scale Factor ? < 1.00000 > ?
Flow Scale Factor = 31.5600
Conc Scale Factor = 1.0000
Reading Samples..-
degray inflow, Jan 78 - Dec 80 - flows in cms
NUMBER OF SAMPLES 168
Reading Flows...
OPENING FLOW FILE = caddo.fLx
degray inflow, Jan 78 - Dec 80 - flows in cms
NUMBER OF FLOW RECORDS = 1096
<H>

Sample and flow counts are listed as the data files are read. The Scale Factor
prompts permit user to change defjult scale factors stored in the station index

file. Press < Enter > to accept default
values.

CadW. River VAR=totaL p METHOD= 2 0 WTD C
TABULATION OF MISSING DAILY FLOWS:

Flow File =caddo.fLx , Station
Daily Flows from 780101 to 801231
Summary:
Reported F'ows = 1096
Mis'iing Flows = 0
Zero Flows = 0
Positive Flows = 1096

<EOF>
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An inventory of daily flows is presented, including date range, missing values,
and zero values. Any flow records out of sequence would also be listed here.
Control returns to the main menu.

F L U X - VERSION 4.5
Data Calculate Method PLot List Utilities Help Quit
Read Stratify Delete Composite FlowSub Title List

Read and/or Stratify Data

MOVE CURSOR & HIT <Enter> OR <Fii ;t Letter> TO RUN ROUTINE, 0F1,F7> HELP

Caddo River VARIABLE = total p
SAMPLE FILE = caddo.fLx STATION s

SAMPLES = 168, DATES = 780102 to 810929, MEAN FLOW = 405.16 HM3/YR
FLOW FILE = caddo.fLx FIELD =

FLOWS = 1096, DATES = 780101 to 801231, MEAN FLOW 5 413.59 HM3/YR

MAX EVENT DURATION = 1 DAYS, FLOW RESTRICTION a YES

STRATUM: 1 EXCLU TOTAL
SAMPLE COUNTS: 168 0 168

EVENT COUNTS: 168 0 168
FLOW COUNTS: 1096 0 1096

OUTPUT TO: SCREEN CALC METHOD: Q WTD C

The bottom half of the screen summarizes the current case data. Sample data
can be listed using the Data/List/Sumple procedure.

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Read Stratify Delete Corposite FtowSub Title List
Samples Flows Samples

List Sample Data

MOVE CURSOR & HIT <Enter> OR First Letter> TO RUN ROUTINE, <F1,F7> HELP

Caddo River VAR=total p METHOD- 2 0 WTD C
SAMPLE DATE EVENT STRATUM DAILY-FLOW SAMPLE-FLOW CONC FLUA

1 780102 1 1 147.07 148.33 12.00 1779.98
2 780109 2 1 142.97 138.55 11.00 1524.03
3 780117 3 1 1313.53 1483.32 71.00 105315.70

etc...
USE KEYPAD, 0F1IHELP, <F8>=SAVE, <ESC>=QUIT OUTPUT

Both daily mean flows and sample flows are listed along with sumple concen-
trations. The listing extends beyond the bottom of the screen. Use the keypad
arrows to forward or backward through the file. Th e listing can be saved on
disk by pressing < F8 >. Press < Esc > to continue.

F L U X -VERSION 4.5
Data Calculate Method PLot List Utilities Help Quit
Barchart Conc Load Flow QiLy Qfreq Residuals GridOpt
Date "01nth Histogram
lLinear 2Log 3FiLLed

Plot Daily FLows (hm3/yr) vs. Date - Linear Scale

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

0
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Plotting the daily flow record (Plot/Daily/Date/Linear) shows hydrograph
features and the dates of sample collection (squares). Note that relatively few
high-flow samples were collected during the high-runoff period in late 1978 to
early 1979. The square symbols indicate the daily flows on the dates of sam-
ple collection (not the sample flows).

The Calculate/Compare procedure provides a more quantitative comparison
of sample and total flow distributions.

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Conpare LGads Ser i es

CoMpare Sample and Total FLow Distributions

Comparison of Sampled & Total FLow Distributions
------ SAMPLED ..... ....... TOTAL ------

STRAT N MEAN STU DEV N MEAN STU DEV DIFF T PROS(>T)
1 168 405.16 795.10 1096 413.59 781.02 -8.43 .13 .894

168 405.16 795.10 1096 413.59 781.02 -8.43 .13 .894

Average Sample Interval z 8.1 Days, Date Range a 780102 to 10929
Maximum Sample Interval = 41 Days, Date Range = 790123 to 790306
Percent of Total Flow VoLum- Occurring In This Interval = 6.4%

"Total Flow VoLume on Sanpled Days = 47003.2 hm3
Total Flow Volune on All Days a 453292.5 hmn3
Percent of Total Flow VoLutie Sampled 10.4%

Maximun Sampled Flow Rate = 6406.68 him3/yr

Maximun Total Flow Rate = 9305.78 hm3/yr
Number of Days when Flow Exceeded Maximum Sampled Flow = 4 out of 1096

Percent of Total Flow Volume Occurring at Flow Rates Exceeding the
Maximum Sampled Flow Rate * 7.1%

The last statistic itulicates that the high-flow regimes are not represented very
well in this case. 7his is consistent with impressions derived above Irom the
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daily flow plot. Plotting concentration against flow is generally appropriate
here.

F L U X - VERSION 4.5
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuak GridOpt
Flow Date Month Estimated Histogi .am

Plot Sample Concentration vs. Sample Flow

Caddol
MEHOID: 2 q MTD C
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S~Concentration increases with flow. Since the data are not stratified and

Method 2, is selected, the predicted concentration is constant. Regression
methods attempt to represent concentration variations with flow within each
stratum. This can be demonstrated by selecting Method 6 antd replotting.

F L U X -VERSIONl 4.5
Data Calculate Method Plot List Utilities Help Quit
1 AVG LOAD 2 Q WTD C; 3 IJc 4 REQ 1 5 REG 2 6 REG 3

Method 6 - Regression Model 2 - log(c) vs. Log(G) separate

Daa-aclae F L U X -VERSION 4.5Hep Qi
SDaa ;alulte Method Plot Lif;t Utilities Hep ut

IBarchart C on._c Load FLow Daily Utreq Residuals GridOpt
Flto.__w Dote Month Estimated Histogram

SPLot Sample Concentration vs. Samlte Flow

0-0
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When Method 6 is selected, the predicted concentration varies with flow.
Some nonlinearity is evident. C'oncentrations are widerpredicted at high

flows. This suggests that more flow strata are needed to capture thle flow!
concentration relationship.

The following sequence demonstrates the effects of stratljfring thle data on
the load estimates. Louds are first calculated without stratijication.
Method 2 is reselected.

F L U X - VERSION 4.5
rate Calculate Method PLot List utilities Help Quit

iAVG LOAD 2~ Q WD C 3 IJC 4 REG 1 5 REG 2 6 REQG________________ 3________________

F L U X - VERSION 4.5----------
Lata Calculate Method PLot List Utilities Help Quit
Compare Loads Series

Calculate Loads Using Each Method

COMPARISON OF SAM4PLED AND TOTAL FLOW DISTRI8UTIONS
STR NQ WC NE VOL% TOTAL FLOW SAMPLED FLO.' C/Q. SLOPE SSIGNIF
1 1096 1(,;s 168 100.0 413.5838 405.163 .396 .000

1096 168 168 100.0 413.588 405.163

LOW STATISTICS
FLOW DURATION a 1096.0 DAYS =3.001 YEARS
MEAN FLOW RATE = 413.588 HM3/YR
TOTAL FLOW VOLUME = 1241.05 HM3
FLOW DATE RANGE - (80101 TO 801Z31
SAMPLE DATE RANGE =780102 TO 810929
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METHOD MASS CKG) FLUX (KG/YR) FLUX VARIANCE CONC (PPB) CV
1 AV LOAD 93253.1 31077.3 .7923E+08 75.14 .286
2 Q W7D C 95192.3 31723.5 .2872E+08 76.70 .169
3 IJC 96738.0 32238.7 .2913E+08 77.95 .167
4 REG-1 95971.5 31983.2 .1927E+08 77.33 .137
5 REG-2 92308.6 30762.5 .2024E+08 74.38 .146
6 REG-3 73497.2 24493.5 .7845E+07 59.22 .114

CEOF>

Results (both the load estimate and CV) for Method 6 are somewhat lower
than results for the other calculation methods. Results for Methods 1-5 are
within a relatively narrow range. This is shown graphically using th:- Plot/
Barchart procedure:

F L U X - VhRSION 4.5
Data CbLculate Method Plot List Utilities Help Quit
Barchart Corne Load FLow Daily Qfreq Residuals GridOpt
Lond Mass Concs Flow
Method Stratum

Plot Load Estimates (kg/yr) vs. Calculation Method

OURi1 tUtra Ip LU•D (KU/VH)
ESTIMAIE * I- £ STANDARD ERROR

U
A 29988-

AU LOD U NTD C iJC REG-I NEG-2 iLG-3
-- • HIMETHOD _

d-SIE t04.SE

We will now try stratt5,ing the data using 2 flow intervals.

F L U X - VERSION 4.5
JData Calculate Method Plot List Utilities lietp Quit

kead Stratify Delete Composice FLowSub Iiiel List
F low Genera i Reset i.I st
2Srt 3 Strata 4 Strata Other

2 Flow Strata -Boundary at QMEAN1
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STRATIFY BASED UPON FLOW
UNITS = HM3/YEAR

MEAN FLOWJ: 413.588
MAXIMUM FLOW: 9305.78

SAMPLE FLOW
STRATUM UPPER FLOW LIMIT COUNT COUNT

1 413.588 0 0

2 < 10236.3 0 0

3 <0 0 0

4 <0 0 0

5 <0 0 0

< upper flow bound for stratun 1 (hm3I/yr)
r1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7THELP/EDITOR, <ESC>=ABORT

The .ýlues shown on the edit screen are automatically calculated from the to-
tal flow distribution. These can be edited at this point. Press < F2 > when
you are done editing or to accept the default values. An inventory of sample
counts and flow values in each stratum is listed:

Caddo River VARztota[ p METHOD= 2 Q TDo C
STRATIFICATION SCHEME:

-- DATE -- -- SEASON --.-------- FLOW --------
STR >=MIN < MAX >=MIN < MAX >=MIN < MAX

1 0 0 0 0 .00 413.59
2 0 U 0 0 413.59 10236.36

STR SAMPLES EVENTS FLOWS VOLUME %

1 129 129 833 31.56
2 39 39 263 68.44

EXCLUDED 0 0 0 .00
TOTAL 168 168 1096 100.00

Now repeat the concentration versus flow plot:

F L U X - VERSION 4.5
Data Calculace Method Plot List Utilities Help Quit
Barchart Cone Load Flow DaiLy Qfreq Residuals GrOdOpt
r tLow Date Month Estimated H i stogram

Plot Sample Concentration vs. Sauple FLow
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Caddo liver
METHOD: 2 Q WID C

480

1

C
0 fie-
N
C 46 0.%0

1• *

26- p%.. • .. p-•

1i@ 3W6 low 31308
S PLAIN

STRAT-1 * ST"T-2 • ESTIMATE

The predicted concentrations using Method 2 now have two levels, one for

each flow stratum.

Loads can be recalculated using the current stratification scheme:.i

F L U X 4'RSION 4.5
Data Calculate Method Plot List Utilities HeLp Quit
CWare Loads Series

CalcuLate Loads Using Each Method

Caddo River VAR=totat p METHOD- 2 Q WTD C
COMPARISON OF SAMPLED AND TOTAL FLOW DISTRIBUTIONS
STR NW NC NE VOL% TOTAL FLOW SAMPLED FLOW C/O SLOPE SIGNIF

1 833 129 129 31.6 171.762 165.135 .034 .677
2 263 39 39 68.4 1179.523 1199.102 .647 .000

• 1096 168 168 100.0 413.588 405.163

FLOW STATISTICS
FLOW DURATION % 1096.0 DAYS = 3.001 YEARS
MEAN FLOW RATE - 413.588 HM3/YR
TOTAL FLOW VOLUM4E , 1241.05 HM3
FLOW DATE RANGE = 780101 TO 801231
SAMPLE DATE RANGE = 780102 TO 810929

METHOD MASS (KG) FLUX (KG/YR) FLUX VARIANCE CONC (PPB) CV
I AV LOAD 95976.8 31985.0 .7069E+08 77.34 .263
2 Q UTD C 94942.0 31640.1 .1924E+08 76.50 .139
3 Idc 96125.2 32034.4 .1878E+08 77.45 .135
4 REG-1 94052.8 31343.8 .1539E+08 75.79 .125
5 REG-2 92137.3 30705.4 .2581E+08 74.24 .165
6 REG-3 101996.6 33991.1 .3880E+08 82.19 .183

<EOF>

Estimates are compared using the iPlot!I/archart proce'dure.:

0
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F L U X VERSION 4.1
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq ResiduaLs GridOpt

aLoad mss Con"s Flow
Method Stratum

Plot Load Estimates (kg/yr) vs. Calculation Method

AZ": total p LORLUD CK(IYXV
ESTIMATE o,- I STANDARD EF.OR

L0

AV LOAD Q MT•D C IJc UO-1 MRE-2 IIEC-3

METHOD
d4-S•l •ISE

Estimates for Wl methods have converged. 7his Is a desired result. Now try 3
flow strata to see whether precision can be improved.

F L U X - VERSION 4.1
Data CalcuLate Method Plot List UtiLities Help Quit
Read Stratify DeLete Composi te FLowSub Title List
FtoW General Reset List
2 Strata 3 Strata 4 Strata Other

3 FLow Strata - Boundaries at GMEAN/2, QMEAN x 2

STRATIFY BASED UPON FLOW
UNITS a HM3/YEAR

MEAN FLOW: 413.588
MAXIMUM FLOW: 9305.78

SA4PLE FLOW

STRATUM UPPER FLOW LIMIT COUNT COUNT

1 < 206.794 0 0

2 < 827.176 0 0

3 < 10236.3 0 0

4 < 0 0 0

5 <0 0 0

Caddo River VAR=totoL p METHO0= 2 Q WTD C
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STRATIFICATION SCHEME:
-- DATE -- -- SEASON ....------ FLOW --------

STR >,NIM < MAX >MIM < MAX >MIN < MAX
1 0 0 0 0 .00 206.79
2 0 0 0 0 206.79 827.18
3 0 0 0 0 827.18 10236.36

STR SANPLES EVENTS FLOWS VOLUME %
1 93 93 582 15.44
2 61 61 407 35.68
3 14 14 107 48.88

EXCLUDED 0 0 0 .00
TOTAL 168 168 1096 100.00

F L UX - VERSION 4.
Data Calculate Method Plot List Utilities HeLp Quit
Barchart Conc Load Flow Daily Qfreq Residuals GridOpt
SDate Month Est imated Histogram

Plot Saffple Concentration vs. SapLe Flow

Caddol Xiur
METHOD: 2 0 MTD C

0~ GU

NC 48
20

a-pC L U E 4.5

Caddo a Rie "4 " p
1re

Eo

18a 3aa 1888 3aewl
S OLON

2 407T6-1 * ST 35.T-2 3 SI 7.R-3 , .S4IM0ATE

Using 3flow strata provides a better fit of the flow/concentration relationship.

6 18 1 41 .ERSI N 4.5Data Calculate Method P tot List Utilities Help Quit i

-~Conpare Lo~ads Series
CaLcuLate Loads Using Each Method

Caddo River VAR2totaL p METH0D= 2 C UTD C
CMPARISON OF SAM-PLED AND TOTAL FLOU DISTRIBUTIONS
STR NO N•C NE VOLX TOTAL FLOIJ SAMPLED FLODU C/0 SLOPE SIGNIF

1 582 93 93 15.4 120.233 119.816 -. 316 .035
2 407 61 61 35.7 397.424 399.808 .543 .001
3 107 14 14 48.9 2070.698 2324.010 .515 ,064

• * 1096 1683 168 100.0 413.588 405.163
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FLOW STATISTICS
FLOW DURATION = 1096.0 DAYS = 3.001 YEARS
MEAN FLOW RATE 413.588 HM3/YR
TOTAL FLOW VOLUME = 1241.05 H13
FLOW DATE RANGE a 780101 TO 801231
SAMPLE DATE RANGE = 780102 TO 810929

METHOD MASS (KG) FLUX (KG/YR) FLUX VARIANCE COasC (PPB) CV
I AV LOAD 105913.8 35296.5 .6190E+08 85.34 .223
2 Q WTD C 96537.5 32171.8 .1432E+08 77.79 .118

3 IJC 96872.4 32283.4 .1304E+08 78.06 .112
4 REG-1 92095.1 30691.4 .17&3E+08 74.21 .138
5 REG-2 93187.2 31055.3 .1890E+08 75.09 .140

6 REG-3 102935.2 34303.9 .4579÷+08 82.94 .197

Precision has improved. The CV for Method 2 is down to 0.118.

F L U X - VERSION 4.5

Data CaLcuLate Method Plot List Utilities HeLp Quit
B Conc Load FLow Daily Qfreq Residuals Gridopt

Load mass Concs Flow
Method Stratum

PLot Load Estimates (kg/yr) vs. CaLcuLation Method

VAXI: total p lAKD (KC/VR)
ESTIMATE ool- I STNSDUAB ER]8

A
D

NJ LOAD Q NTD C IJC REG-I REC-2 REG-3

HE THOD
N4-SE [M*SE

The methods are still convergent. Now try 4flow strata.

F L U X - VERSION 4.5
Data CaLcuLate Method Plot List Utilities HeLp Quit

Read Stratify DeLete Composite FLowSub TitLe List
Flow GeneraL Reset List

2 Strata 3 Strata 4 Strata Other
4 FLow Strata - Boundaries at QNEAN/2, QMEAN*2, OMEAN*8
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STRATIFY BASED UPON FLOWI
UNITS 8M3/YEAR

MEAN FLOW: 413.588
MAXIMUM FLOW: 9305.78

SAMPLE FLOW
STRATUM UPPER FLOW LIMIT COUNT COUNT

1 < 206.794 0 0

2 < 827.176 0 0

3 < 3308.70 0 0

4 < 10236.3 0 0

5 0 0 0

Caddo River VAR=totaL p METHOD= 2 Q WTD C
STRATIFICATION SCHEME:

-- DATE -- -- SEASON ---------- FLOW --------
STR •zIMIN Z MAX =MIN < MAX -MIN < MAX

I 0 0 0 0 .00 206.79
2 0 0 0 0 206.79 827.18
3 0 0 0 0 827.18 3308.70
4 0 0 0 0 3308.70 10236.36

STR SAMPLES EVENTS FLOWS VOLUMF %
1 93 93 58Z 15.44
2 61 61 407 35.68
3 11 11 89 27.53
4 3 3 18 21.35

EXCLUD)ED 0 0 0 .00
TOTAL 168 168 1096 100.00

F L U X VERSION 4.5
Data CaLculate Method Plot List Utilities Help Quit
Barchart Cone Load Flow Daily Qfreq ReciduaLs Grid~pt
Flow Date Month 1';timated Histogram

Plot SaapLe Concentration vs. Swile FLow

i0

ttý -

2-56
Chapter 2 FLUX

S_ ;,g - ... ... - -- -- I -,



Cadda 2lutor
METHO: 2 0 MUT C

a •

Ca .
0 X-

117. 0 "a

lBS3W518 3866
S FLOJM

STFAT-1 - STUI-2 o STRAI-3 sRwt-4 ISTINATZ

The hi ghest flow stratum (4) now contain., only three 3amples. This is not a
desirable situation.

FLUX - VERSION4.5

Data Catculate Method PLot List Utilities hieLp Quit

Co~are Loads Series

I CatcuLate Loads Using Each Method

Caddo River VARxtotat p METHOD= 2 0 UTO C

CMIPARISOW OF SAMPLED AND TOTAL FLOW DISTRIBUTIONS
STR NQ WC ME Vol.% TOTAL FLOW SAMPLED FLOW C/Q SLOPE SIGNIF

1 582 93 93 1ý.4 120.233 119.816 - 316 .035
2 407 61 61 35.7 397.424 399.808 .543 .001
3 89 11 11 27.5 1402.069 1450.153 1.011 .087

-- 4 18 3 3 21.4 5376.702 5528.155 1.165 .467
1096 168 168 100.0 413.588 405.163

FLOW STATISTICS
FLOW DURATION 1096.0 DAYS a 3.001 YEARS
MEAN FLOW RATE = 413.588 103/YR
TOTAL FLOW VOLUME = 1241.05 1013
FLOW DATE RANGE - 780101 TO 801231
SAMPLE DATE RANGE z 7BO102 TO 810929

METHiO MASS (KG) FLUX (KG/na) FLUX VARIANCE CONC (PPB) CV

1 AV LOAD 98784.8 3Z920.7 .2992E4-08 79.60 .166
2 Q "ID C W612.5 321096.8 .194 5E+Oo 77.61 .138
3 IJC 96872.1 32283.3 .1999E+08 78.06 .139
4 REG-1 93773.0 31250.5 .2.75E.08 75.56 .169

5 REG-2 95141.0 31706.4 .3722E+09 76.66 .608
6 REG-3 93901.5 31293.4 .6185E+08 75.66 .251

The CV values using 4 flow strata have increased relative to results for 3 flow
strata. This suggests that the sampling inteodily is not sufficient to support 4

strata.

CF
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F L J X . iON 4.s
Data CaLcuLate Method Plot . st Utilities HeLp Quit
Barchart Conc Load Flow Daily req ResidkuaLs GridOpt
Load Mass Concs FLow
Method Stratutn

PLot Load Estimates (kg/yr) vs. CaLcuLation Method

UAR: total p LDAD (IKC/V)
GESTIMlTE I,- I STAMD]U EROR

RU LW Q3 HID C IJc REG-1 KJC-2 RR•G-3

NEIkIDO
Ol-S I•E 4*SH•

The load estimates ftom each method are' in reasonable agreement. Conver-
gence of load estimates as' the number of strata increases is a desired result.
The following table summarizes the effect of increasing the nwnber of flow
strata on the estimated ftow-wei ghted mean concentration for Method 2."

Nwnber of Strata Flow-Weighted-Mean CV
1 76. 7 .169
2 76.5 .1i9
3 77.8 .118
4 77. 6 .138

The mean estimates did not change significantly, and the error CV was lowest
for 3 strata. The increase in error at 4 strata reflects data limitations ('only
three samples in flow interval 4). This causes instability, particularly in the
regression methods (4-6), when 4 strata are used. Based upon the.~e results,
the load estimate based upon 3 flow strata and Method 2 is selecte'd. This
could be further refined by adjusting the flow strata boundaries (using the -
Data/Stradfy/Flow/Other procedure) to obtain a better C/Q fit and. reduce
the CV estimate.

We can reset the stratification scheme to 3 flow strata and examine residuals. _
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F L U X VERSION 4.5
Data Calculate Method PLot List Utilities HeLp Quit
Read Stratify Delete Composite FLowSbj TitLe List
F Low General Reset List
2 Strata 3 Strata 4 Strata Other

3 FLow Strata - Boundaries at QMEAN/2, QMEAN x 2

F L U X - VERSION 4.5
Data CaLculate Method Plot List Utilities HeLp Quit
Barchart Conc Load Flow Daily Qfreq ResiduaLs GridOpt
FLow Date Month Estimated Histogram Autocorr

PLot Residuats vs. Date

Caddo River
METHOD: 2 Q MID C

o

E n

S % *
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SSTRiT-1 * STRAT-2 STRRT-3 NIECRESS

This plot can be used to test for trend, i.e., increasing or decreasing concen-
trations, adjusted for variations inflow. Generally, several years of monitor-
ing data collected over a wide range offlow regimes are required in order to
make a reliable test for trend. Stratification based upon date may be appro-
priate if significant trend or step change is apparent. An alternative approach
would be to estimate lo-ds separately for different time periods by specifying
appropriate dote ranges in the Data/Rwd procedures.

F L U X - VERSION 4.5
Data caLcuLate Method PLot List UtiLities Help Quit
Sarchart Conc Load Ftow Daily Qfreq Residuals GridOpt
Flow Date Month Estimated Histogram Autocorr

Plot Residuals vs. Month

0
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Caddo River
METHiOD: 2 Q MID C

N C
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This plot can be used to test for seasonality. If significant seasonal patterns, i
the residuals are evident, stratification based upon season may be appropriate.
This is accomplished by using the Data/ Stratify/General procedure. Now
examine the load breakdown by flow stratum.

F L U X - VERSION 4.5
Data CaLcuLate Method Plot List Utilities Help Quit
Residuals Breakdowns Jackknife

List Load & Flow Breakdowns by Stratum; Optimal SanpLe ALLoc.

Caddo River VAR=totaL p METHOD= 2 9 WTD C
FLUX Breakdown by Stratum:

FREQ FLOW FLUX VOLU14E MASS CONC CV
ST MS NE DAYS HM3/YR KG/YR HM3 KG PPB -

1 93 93 582.0 120.23 2761.4 191.58 4400.1 23.0 .050
2 61 61 407.0 397.42 14501.1 442.85 16158.7 36.5 .092
"3 14 14 107.0 2070.70 259357.2 606.61 75978.7 125.3 .148

*** 168 168 1096.0 413.59 32171.8 1241.05 96537.5 77.8 .118

Optimal Sample Allocation:
ST NS ME ME% NEOPT% FREU% VOL% KASS% VAR% VARIANCE CV
1 93 93 55.4 3.8 53.1 15.4 4.6 .0 .5276E+04 .050
2 61 61 36.3 20.8 37.1 35.7 16.7 1.7 .2442E+06 .092
3 14 14 8.3 75.5 9.8 48.9 78.7 98.3 .1407E+08 .148

** 168 168 100.0 100.0 100.0 100.0 100.0 100.0 .1432Eo08 .118

Optimal ALlocation of 168 SanpLed Events Across Strata (According to NEOPT%)
WouLd Reduce CV of FLUX Estimate from 0.118 to 0.045

The top part of the table shows the distribution of flow, flux, volume, and
mass across flow strata. The middle part of the table lists the distribution of
sampling effort, flow days, flow volume, mass, and error variance, each
expressed as percentage of the total. The bottom part of the table estimates
the potential benefit of optimizing the sample allocation across strata to obtain
the lowest error variance for a fixed number of sampling events.

2-60
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NE% = percent of total sample events in stratum
NEOPlo = optimal percent of total sample events in stratum

The reduction in error CV attributed to shifting from the current sample distri-
bution (NE%) to the optimal distribution (NEOP7T%) is listed. This can be
used to refine future monitoring program designs.

In this example, 98.3 percent of the variance in the load estimate is attributed
to the Stratum 3. This received only 8. 3 percent of the sampling effort
(NE,%). An optimal sampling design would devote 75.5 percent of the effort to
Stratum 3. The optimal design we'.d reduce the error CV from 0.118 to
0.045.

I

!
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S 3 PROFILE

PROFILE Overview

PROFILE is an interactive program designed to assist in the analysis and
reduction of pool water quality measurements. The user supplies a data file
containing basic information on the morphometry of the reservoir, monitoring
station locations, surface elevation record, and water quality monitoring data
referenced by station, date, and depth. The program's functions are in three
general areas:

a. Display of concentrations as a function of elevation, !ocation. and/or
date.

b. Calculation of mixed-layer summary statistics and standard errors.

Calculation of hypolimnetic and metalimnetic oxygen depletion rates
from temperature and oxygen profiles.

These applications are introduced in the following paragraphs. Details are
given in subsequent s tions.

Several display formats support exploratory analysis of reservoir water
quality data. These elucidate important spatial and temporal variance compo-
nents. Reviewing these displays can help the user in evaluating data ade-
quacy, designing future monitoring programs, and specifying appropriate
segmentation schemes for modeling. The various display formats and options
are described in detail in the Program Operation section and demonstrated in
the Documeated Session section of this chapter.

Mixed-layer water quality data can be summarized in a two-way table for-
mat that depicts variations as a function of space (station or reservoir segment)
and time (sampling date) over date, depth, and station ranges specified by the
user. In the two-way analysis, filtering and weighing algorithms are used to
generate robust summary statistics (median, mean, and coefficient of variation
of the mean) for characterization of reservoir trophic status, evaluations of
data adequacy, and application of BATHTUB (Chapter 4) or other empirical
models.

Chapter 3 PROFILE 3-1



Hypolimnetic oxygen depletion rates are important symptoms of eutrophi-
cation in stratified reservoirs. Using input oxygen and temperature profiles,
the program applies interpolation and area-weighing procedures to calculate
depletion rates. Graphic and tabular outputs assist the user in selecting appro-
priate sampling dates and thermocline boundaries for oxygen depletion
calculations.

The following sections otf this chapter describe:

a. Input data requirements.

b. Application procedures.

c. Program operation.

d. Input data file format.

e. Data-entry screens.

f Documented session.

Input Data Requirements

PROFILE requires an input file containing data in the following groups:

Group 1: Title
Group 2: Parameters and Unit Conversion Factors
Group 3: Re:'ervoir Morphoinetry
Group 4: Component Key (water quality variables)
Group 5: Station Key (monitoring locations)
Group 6: Elevation Data (reservoir surface elevations)
Group 7: Profile Data (water quality measurements)

All of this information can be specified in a single, fixed-format ASCII file, as
described in the section entitled Input Data File Format. As an option, water
quality measurements (Croup 7) can also be read from spreadsheet files or
free-format ASCII files.

Group 2 contains scale factors to convert input area, elevation, and depth
units to metric units used by the program (square kilometers tfr area and
meters for zlevation and depth). Missing concentration values are flagged
with a special code specified in Group 2. The "date blocking factor" is used
to combine data for summary purposes. In large reservoirs, it may be diffi-
cult to sample all pool monitoring stations in I day. If a blocking factor of
2 is specified, for example, sample dates differing by < =2 days will be asso-
ciated with the same sampling round tfr data-summary purposes.

3-2
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Group 3 contains an elevation versus surface area table for the reservoir.
This information is used only in computing areal hypolimnetic oxygen deple-
tion rates.

Group 4 defines water quality components and concentrations interval for
contour plotting. In eutrophication studies, the input file would normally con-
tain measurements of oxygen, temperature, total phosphorus, ortho phospho-
rus, inorganic nitrogen, organic nitrogen, total nitrogen, chlorophyll a, and
Secchi depth. Output is formatted to provide one place to the right of the dec-
imal point; thus, input units should be milligrams per cubic meter (or parts
per billion) for nutrients and chlorophyll a and meters for Secchi depth.
Other components should be scaled accordingly. Groups 4 and 7 can contain
up to 64 water quality components. A maximum of 10 water quality compo-
nents can be read from disk files and analyzed in a given session.

Integers (range 01-15) are used to identify sampling stations and are cross-
referenced to user-defined station codes and descriptions in Group 5. To
facilitate interpretation of data displays and tables, station numbers should be
assigned in a logical order (e.g., upstream or downstream order within each
tributary arm). The optional "river kilometer" input for each station would
normally represent the distance along the thalweg from the reservoir inflow;
since the river kilometer index is used only for spatial display purposes, any
frame of reference can be used.

In computing sumnmary statistics, "segment numbers" specified in Group 5
can be used to combine data fiomn specific stations based upon their relative
proximities, major tributary arms, horizontal mixing characteristics, etc. For
example, if the file contains two adjacent stations (or two stations with similar
observed water quality), data from these stations can he grouped by assigning
them the same segment number. Segment numbers can refer directly to the
spatial segments used in reservoir modeling (see BATHTUB). If oxygen
depletion calculations are not desired, it is also possible to use segment num-
bers to refer to stations in different reservoirs.

"Areal weights" specified in Group 5 are used in calculating area-weighted
summary statistics over the entire reservoir and should reflect the approximate
surface area represented by each station. These can be estimated by plotting
stations on a reservoir map and allocating a given area to each station, based
upon relative station locations and bisecting lines between adjacent stations.
Since they are resealed in calculations, the weighing factors do not have to
sum to 1.0.

Group 6 contains daily measurements of reservoir surface elevation over
the period of water quality measurements. The program uses this information
in generating concentration versus elevatioa plots and in calculating hypolim-

netic oxygen depletion rates. Only the elevations on sampling dates are used;
thus, the entire daily elevation record is not required. If an elevation value is
not specified for a particular sampling date, it is estimated by interpolation
from adjacent dates with specified elevation values.

Chapter 3 PROFILE 3-3
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PROFILE can handle problems with the following maximum dimensions:

Elevation/Area pairs - 29
Number of stations - 50
Number of samples -2,500

Number of water quality components = 10
Number of sample dates - 250
Number of measurements 12,000

Water quality records must specify the station, date, and depth, in addition to
measurements. If the depth field is missing, a sample depth of 0 is assumed,
Note that limitations on sample numbers and number of water quality compo-
nents apply only to data read into the computer memory at the time of pro-
gram execution, not to the data file itself. Since the user is prompted for the
ranges of station numbers, sample years, and water quality components to be
considered in a given run, the data file can be much larger than indicated
above (except for the maximum number of stations). Users should check the
online documentation file (accessed through the HELP menu) for maximum
problem dimensions or other program changes in updated versions of PRO-
FILE (Version 4.5 is documented here).

Mixed-Layer Water Quality Data Summary

A major fuinction of PROFILE is the calculation of mixed-layer, summary
statistics for characterization of reservoir trophic status, evaluations of data
adequacy and monitoring program designs, and application of empirical mod-
els. Calculation steps (outlined in the Documented Session section) include
the following:

- - a. Setting the data window to include mixed-layer samples.

b. Generating box plots to depict spatial and temporal variations.

C. Summarizing the data in a two-way table format.

These steps are described below.

The data window defines the ranges of stations, dates, and depths to be
included in displays and statistical summaries. For characterization of reser-
voir trophic status, the window would normally be set to include all stations,
dates in the growing season (e.g., April-October), and depths in the mixed
layer. In model development research, a mixed-layer depth of 15 ft (4.6 m)
was used for data summary purposes; this value should be adjusted in specific
applications, based on a review of midsummer temperature profile data.
Because the data-summary,' procedure does not apply weighting factors with
depth, use outside of the mixed layer (or in nonhomiogeneous depth layers) is
not recommended.
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The data-summary procedure organizes the data in a two-way table depict-
ing spatial (columns) and temporal (rows) variations. This is illustrated in
Figure 3.1 using Beaver Reservoir data. Spatial groups can be defined by
station or reservoir segment. Temporal groups are defined by sampling
round, which is determined by sample date and date blocking factor specified
in the input file. The purpose of date blocking is discussed below. A sum-
mary value (mean or median) is computed for each cell (row/column combina-
tion). For each row (sampling date), summary values are weighted by surface
area and averaged across columns (stations or segments) to compute a reser-
voir mean concentration. Values are subsequently analyzed vertically to esti-
mate a median, mean, coefficient of variation (CV, standard deviation/mean),
and coefficient of variation of the mean (CV(MEAN), standard error/mean).

Beaver Reservoir
COMPONENT: total p , DEPTHS: .0 TO 10.0 K

total p SAMPLE FREQUENCIES:
SEGMENT 1 4 6 8 10 12 RESERV
DATE WTS> .050 .100 .150 .250 .250 .200

740405 4 4 3 3 3 3 20
740618 4 4 5 3 4 4 24
740830 4 4 4 3 3 3 21
741009 4 4 4 4 4 4 24

SAMPLES 16 16 16 13 14 14 89
DATES 4 4 4 4 4 4 4

total p SUMMARY VALUES:
SEGMENT 1 4 6 8 10 12 RESERV
DATE WTS> .050 .100 .150 .250 .250 .200

740405 67.0 47.0 37.0 36.0 16.0 9.0 28.4
740618 61.5 89.0 32.0 16.0 9.0 9.5 24.9
740830 49.5 41.5 21.0 15.0 12.0 12.0 18.9
741009 48.0 37.5 21.5 11.0 10.5 10.0 16.8

SAMPLES 16 16 16 13 14 14 89
DATES 4 4 4 4 4 4 4

MEDIANS 55.5 44.3 26.8 15.5 11.3 9.8 21.9
MEANS 56.5 53.8 27.9 19.5 11.9 10.1 22.3

CV .164 .443 .281. .575 .254 .130 .241
CV(MEAN) .082 .222 .142 .287 .127 .065 .121

Figure 3.1. Sample PROFILE output: Surface water quality summary

The distinction between the last two statistics (CV and CV(MEAN)) is

important. CV is a measure of temporal variability in conditions at a given
station (standarýi deviation expressed as a fraction of the mean). CV(MEAN)
is a measure of potential error in the estimate of the MEAN value. From
classical sampling theory (Snedecor and Cochran 1979), CV(MEAN) is calcu-
lated from the CV divided by the square root of the number of nonmissing
rows (sample dates). This assumes that the rows are statistically independent.
The calculation (f CV(MEANS) for the entire reservoir (last column in
Figure 3. 1) considers only temporal and random variance comtponents and
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assumes that the stations are distributed throughout representative areas of the
reservoir.

Estimates of "mnean" conditions ae generally required for trophic state
assessment and empirical modeling (Chapter 4). Direct calculation of arithme-
tic mean concentrations from all mixed-layer data would be one way of
computing desired summary statistics. However, this approach may be unde-
sirable for two reasons:

a. Lack of robustness (a single errant value can have a m2jor impact on
the computed mean).

b. Nonrandomness in samples (multiple samples taken within the mixed
layer on the same date would tend to be highly correlated).

The PROFILE data summary algorithm has been designed to provide more
robust estimates tf the mean and coefficient of variation than would be
derived from simple averaging.

"Robustness" can be introduced by using medians to compute summary
values within each cell. Cells may contain more than one observation as a
result of the following:

a. Replicate sampling at a given station, date, and depth.

b. Sampling with depth within the mixed layer (e.g., 0, 2, 4 in).

c. Including more than one station per segment (if segments are used to
define columns).

d. Blocking of adjacent sampling dates (specifying date-blocking factors
greater than I in the input file).

In tlhe Beaver Reservoir example (Figure 3.1), cells contain between two and
four observations as a result of sampling with depth. Use of the median in
computing a summary value provides some protection against "errant" obser-
vations and yields summary statistics (across stations and across dates) that are
less sensitive to outliers. For example, a cell containing five observations
(10, 20, 15, 12, 100) would be summarized by a mean of 31 and a median of
15. The median is less dramatically influenced by the single high value.

Medians provide "filtering" of outliers only in cells containing at least
three observations, which may be achieved by replicate sampling, sampling
with depth, including more than one station iper reservoir segment, and/or
blocking of adjacent dates. Generally, date blocking should not be used
unless the sampling frequency is at least biweekly and the resulting number of
rows is at least three. In such cases, date blocking may also improve the CV
and CV(MEAN) estimates by reducing serial dependence in the rows.

0
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While the calculation procedure accounts for missing values in the two-way
table, the usefulness and reliability of the surface water quality summary are
enhanced by complete sampling designs (i.e., each station sampled on each
date). Based upon review of box plots and two-way tables, monitoring pro-
grams can be refined by reducing exrcessive redundancy across stations,
improving characterization of spatial gradients, and modifying temporal sam-
pling frequency to achieve the desired precision in summary statistics.

Figure 3.2 illustrates the use of a Bo-; Plot to summarize spatial variations
in mixed-layer total phosphorus concentrations. In generating Box Plots, data
can be grouped by station, segment, month, round, year, or depth interval.
An accompanying table (not shown) summarizes the distribution of measure-
ments with each data group (percentiles, median, mean, CV).

Beav.,er emservoir
PERCENTILES: 18- - - S8 - 75 -913

29-

zoo

at.

P 2•

SI 1 STf 2 SYR 3 SIN 4 sin 5 SIR 6

STAT1ION

Figure 3.2, Example box plot for Beaver Reservoir

Oxygen Depletion Calculations

This section presents an overview of the procedures for calculating oxygen
depletion rates in stratified reservoir using PROFILE. Calculations are illus-
trated in the Documented Session section of this chapter. Calculations are
applied to vertical oxygen profiles at a given station; simultaneous measure-
ments of temperature are also required to characterize thermal stratification.
Empir;cal models have been developed for relating near-dam oxygen depletion
rates to surface-layer chlorophyll a co~acentrations (Walker 1985). Accord-
ingly, the procedure would normally be applied to data from near-dam
stations.
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For the present purposes, the areal hypolimnetic oxygen depletion rate
(HODa, mg/m--day) is defined as the rate of decrease of dissolved oxygen
mass (mg/day) in the reservoir hypolimnion divided by the surface area of the
hypolimnion (m2). The rate is also expressed on a volumetric basis (HODv,
mg/m 3-day), which is essen' .ally the rate of decrease of the volume-weighted-
average dissolved oxygen concentration in the hypolimnion between two dates,
or HODa divided by the mean depth of the hypolimnion (in). These rtes are
symptoms of eutrophication because they partially reflect thu decay of organic
loadings resulting from surface algal growth and sedimentation.

The initial oxygen concentration at the onset of stratification (usually on
the order of 10 to 12 g/m 3) and HODv determine the days of oxygen supply.
Subtracting the days of oxygen supply from the length of the stratified period
(typically 120 tu 200 days) provides an estimate of the duration of anaerobic
conditions. While HODv is of more immediate concern for water quality
management purposes, HODa is a more direct measure of surface productivity
because it is relatively independent of reservoir morphometric characteristics.
For a given surface productivity and HODa, HODv is inversely related to
mean hypolimnetic depth. Thus, the morphometry of the reservoir has a
major impact on the severity of hypolimnetic oxygen depletion at a given sur-
face water quality condition.

In a given stratified season, the areal and volumetric depletion rates are
calculated between two monitored dates, the selection of which is important.
The following criteria are suggested for selection of appropriate dates:

a. Reasonable top-to-bottom distribution of oxygen and temperature
measurements.

b. Verticahy stratified conditions, defined as top-to-botiom temperature

difference of at least 4 °C.

c. Mean hypolimnetic oxygen concentrations in excess of 2 g/im3.

The first criterion provides adequate data for characterizing thermal stratifica-
tioa and volume-weighting (estimation of total oxygen mass and volume-
weighted concentration) within the hypolimnion on each sampling date. The
second criterion is based upon the concept that HODa is valid as a measure of
productivity only in water bodies that have stable vertical stratification. The
calculation is meaningless in unstratified or intermittently stratified reservoirs
because of oxygen transport into bottom waters. The 4 °C temperature differ-
ence is an operational criterion employed in developing data sets for model
calibration and testing (Walker 1985). Special consideration must be given to
water bodies with density stratification that is not related to temperature. The
third criterion is designed to minimize negative biases caused by calculating
HODa values under oxygen-limited conditions. The underdying model
assumes that the depletion rate is limited by the organic supply, not the oxy-
gen supply.
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The first date generally corresponds to the first profile taken after the onset
of stratification. The last date correspords to the last profile taken beftre the
end of August, the loss of stratification, or the loss of hypolimnetic dissolved
oxygen (mean <2g/m3), whichever occurs first. Due to existing data limita-
tions, it is sometimes difficult to conform to all of the above criteria in select-
ing dates. Small deviations may be acceptable, but should be no.ed and
considered in interpreting subsequent modeling results.

To permit calculation of hypolimnetic and metalimnetic depletion rates
between two dates, fixed thermocline boundaries (top and bottom) must be
specified. Temperature profile displays can assist in the selection of appropri-
ate boundaries. The bottom of the thermocline (metalimnetic/hypolimnetic
boundary) is set at the intersection of one line tangent to the region of maxi-
mum temperature gradient and another line tangent to the bottom of the pro-
file. The top of the thermocline (epilimnetic/metalimnetic boundary) is set at
the intersection of one line tangent to the regioin of maximum temperature gra-
dient and another line tangent to the top of the profile. If significant thermo-
cline migration has occurred between the two sampling dates, calculations
should he based upon the thermodine levels at the last sampling date. A
degree of subjective judgment must be exercised in interpreting temperature
profiles and setting thermnocline boundaries. Program output provides per-
spective on the sensitivity of the calculated depletion rates to the dates and
thermocline boundaries employed.

In response to program prompts, the user specifies temperature and oxygen
variables, near-dam station description, elevation increment (meters), first and
last samnpling rounds, and thermnocline boundaries. Profiles are interpolated
and integrated at the sl)ecified elevation increment from the bottom of the res-
ervoir to the top of the water columnn. At elevations below the deepest sam-
pling point, concentrations and temperatures are set equal to those measured at
the deepest sampling point. Results are most reliable when the profiles are
complete and the morphoinetric table (Input Data Group 3) has been specified
in detail.

Procedure output is in the lbrm o " several tables and plots that are useful
for tracking the calculations and evaluating sensitivity to sampling date and
thermocline selections. Interpolated profiles and the summary table for Bea-
ver Reservoir are displayed in the Documented Session section. The summary
table can be considered the "bottom line" in the calculations. The Beaver
Reservoir example illustrates a pronounced metal imnetic oxygen depletion,
which is often found in relatively deep reservoirs.

Program Operation

Introduction

This section describes the PROFILE menu structure and operation proce-
dures. When the program is run (from the DOS prompt), a series of help
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screens summarizing model features is first encountered. If error messages
appear, it generally means that one of the PROFILE program files has been
corrupted or that your computer does not have enough available memory.
Try reinstalling the program. Try unloading any memory-resident software.
If you are trying to run the program from Windows, try exiting Windows a._d
running directly from DOS. The introductory screens are followed by a menu
that provides interactive access to eight types of procedures with the following
functions.

[ T, P R 0 ' I L E - VERSION 4.5
Data window Plot CaLculate utilities Help Quit

Data Read or List Data
Window Set Data Window
Plot Select Plot Formats
Calculate Calculate Oxygen Depletion Rates or Mixed-Layer Surmmaries
Utilities Program Utilities
Help Display Help Screens
Quit End ProfiLe Session

A procedure category is selected by m,1oving the cursor (using arrow keys) or
by pressing the first letter of the procedure name. Selected procedures in the
menu box are highlighted on the screen and underlined in the following docu-
mentation. Assistance in navigating around the menu can be obtained by
pressing the < F7 > function key. A Help screen describing the selected pro-
cedure can be viewed by pressing < F >. After each procedure is comn-
pleted, control returns to the above menu screen.

Data procedures

Data procedures control input and listing of sample data and other infor-
mation derived from the input file:

P R 0 F I L E - VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
Read List Keys Inventory

Read Read Input Data File
List List Sample Data
IKeys List Morphometric Table, Station Key, Date Key
Inventory Inventory Data By Component, Station, and Date

The Data/List lists the sample data in one of two sort sequences:

P R 0 F I L E - VERSION 4.5
Data Window Plot Calculate utilities Help Quit
Read List Keys Inventory
1 Sort 2 Sort

1 Sort List Data Sorted by Station, Date, Depth
2 Sort List Data Sorted by Date, Station, Depth
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Window procedures

W Window procedures are used to select subsets of the data for subsequent
calculations and plotting:

PR O F I L E - VERSION l..5
Data W indow Plot Calculate Utilities Help Quit
Date/Depth Components Stations AL Reset

Date/Depth Define Date, Season, & Depth Rarqts
Components Define Water Quality Components
Stations Define Sampling Stations
ALL Define Date, Season, Depth, Station, & Components
Reset Reset Window to Include ALL Data

Window parameters remain in effect until another data file is read or one of
the Window/Reset procedures is selected:

SR F I L E - VERSION 4.5
Data Window Plot Calculate utilities HeLp Quit
Date/Depth Components St3tions ALL Reset
Date/Depth Components Stations ALL

Date/Depth Reset Window to IncLude ALl Dates and Depths
Components Reset Window to Include ALL Components
Stations Resel: Window to Include ALL Stations
ALt Reset Window to IncLude ALL Dates, Depths, Components, Stati

Plot procedures

Plot procedures permit display of water quality data in several formats:

P R 0 F I L E - VERSION 4.5
Data Window PLot Calculate Utilities Help Quit
Line Contour General Histograms Box-Plots Options

Line Use Pre-Defined Line Plot Format
Contour Use Pre-Defined Contour Plot Format
General Create a Custom Plot Format
Histograms Plot Histograms
Box-Plots Data Surimaries & Box Plots by Station, Date, Etc...
Options Set Graphics Options

Plot/Line procedures include eight predefined formats:

P R 0 F I L E - VERSION 4.5.
Data wi ndow plo..____ Calculate Utilities Help Quit
Line Contour General Histograms Box-Plots Options
1PR/S/D 2PR/D/S 3PR/D/Y 4C/R/D 5C/D/S 6C/S/SY 7C/D/ZS 8C/D/ZY

1PR/S/D VerticaL Profiles, Symbol = Station, Repeated for Each Date
2PR/D/S Vertical Profiles, Symbol = Date, Repeated for Each Station
3PR/D/Y Vertical Profiles, Symbol = Date, Repeated for Each Year
4C/R/D Concentration vs. RKM, Symbol 7 Date
SC/D/S Concentration vs. Date, Symbol a Station
6C/S/SY Conc. vs. Season, Symbol = Station, Repeated for Each Year
7C/D/ZS Conc. vs. Date, Symbol = Depth Interval, For Each Station
8C/D/ZY Conc. vs. Season, Symbol Depth Interval, For Each Year
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Plot/Contour procedures include four predefined formats:
P k0F I LE- VERSION 4.5

Duca Window plot Calculate Utilities Help Quit
Line Contour General Histograms Box-PLots Options
1E/S/S 2E/S/Y 3E/D/S 4E/RI/

1E/S/S Elevation vs. Season Contour Plot, Repeated for Each Station
2E/S/Y ELevation vs. Season Contour Plot, Repeated for Each Year
3E/D/S Elevation vs. Date Contour Plot, Repeated for Each Station
4E/RID Elevation vs. RKM Contour Plot, Repeated for Each Date

Using the Plot/General procedures, the user can create a custom plot tormat:

-P R 0 F I L E - VERSION 4.5
Data Window Plot Ca•lculate Utilities Help Quit

Line Contour General Histograms Box-Plots Optarons
Propt Screen

Prompt Create Custom Plot Format - Prompt Method
Screen Create Custom Plot Format - Screen Method

Plot formats are defined by the water quality component displayed, X-axis
variable, Y-axis variable, symbol variable, and repeat variable. A separate
plot is generated for each unique value of the repeat variable. Frequency dis-
tributions are displayed using the Plot/ltistograuns procedure:

P R 0 F I L E - VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
Line Contour General Histograms Box-PLots Options

Histograms Plot Histograms

Plot/Box-PoLts includes vertical or horizontal formnats:

P R 0 F I L E - VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
Line Contour General Histograms Box-Plots Options
Verticel Horizont

Vertical Vertical Box PLot
Horizont Hrizontal Box Plot

Box plots are accomnpanlicd by a table will summary statistics. Use Plot/
Options to set any otf eight uptions:

1 R 0 F I L E " VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
Line Contour General llistograms Box-PLots Onptions
Intervals LogScaLe Scaling Grouping Reduction Break Contour

Intervals Edit Contour Intervals & Depth Intervals for Plotting
LogScale Select Variables to Be Plotted on Logarithmic Scales
Scaling Set Automatic or Manual Plot Scaling
Grouping Set Scaling Options for Plot Groups
Reduction Method for Suirmmarizing Multiple Values at Same Plot Location
Break Set Option to Break Lines at End of Year
Contour Set Contour Plot Resolution & Format
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Calculate procedures

Calculate procedures can be selected to estimate oxygen depletion rates
and to generate mixed-layer water quality summaries:

PR 0 F I L E - VERSION 4.5
Data Window PLot CalcuLate Utilities Help Quit
HOD Sumnaries Options

HOD Calculate Hypotii•etic Oxygen Depletion Rates
Summaries Sumnarize Water Quality Data - Calculate Area-Weighted Means
Options Set Options for Data Sumnaries

Select Calculate/Options to change default settings for options controlling the
calculation of mixed-layer summaries:

P R 0 F I L E - VERSION 4.5
Data Window Plot Calculate UtiLities Help Quit
HOD Suwnarries Options
Length Columns Method

Length Set Output Format: Short or Long (default)
Cotumns Set Columni Option: Segments (defauLt) or Stations
Method Set Cell Sumnary Method: Medians (default) or Means

Calculate/Options/Length defines the output format:

R 0 F I L E - VERSION 4.5
Data Window PLot CalcuLate UtiLities Help Quit
HOD Summaries Options
Length Columns Method
Long Short

Long Long Output Format (Default)
Short Short Output Format - BATHTUB Inputs Only

The Long format contains a table of sample frequencies and a table of concen-
trations for each component. The Short ftrmat contains only the means and
coefficients of variation for each column and for the entire reservoir. Calcu-
late/Options/Columns defines the column attribute of the data-summary table:

P R 0 F I L E - VERSION 4.5
Data Window PLot Calculate UtiLities Help Quit
HOD Suminar i es Options
Length Columns Method
iSegments 2Stations

1Segments Table Coluiris = Reservoir Segments (default)
2Stations Table Columns = Sampling Stations

Calculate/Options/Method sets the method used for summarizing multiple
observations in a given cell of the data-sunmary table:

P R 0 F I L E - VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
HOD Seiunar i es Options
Length Columns Method
IMedians 2Means

1Medians UWe Medians to Sunarize Table Cells (default)
2Means Use Means to Sumniarize Table Cells
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Utilities procedures

Utilities procedures can be selected to route output to a disk file or to view

-.W any disk file:

1W. P 0 F I L E - VERSION 4.5

aData Window Plot Calculate Utilities Help Quit
output view

Output Select Output Destinatilon
Viewi View Any ASCII File

PR 0 F I L E - VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
Output view
Disk Screen

Disk Direct Output To Disk File
Screen Direct Output to Screen (Default)

Help procedures

The Help procedure provides access to supplementary help screens, orga-

nized in four topics:

-~.----.-------P R 0 F I L E - VERSION 4.5-..-----------,
Data Wno Plt calculate utilities Help ~i

Help Display Help Screens

HELP TOPICS
INTRODUCTORY SCREENS
PROCEDURES

PLOTTING
PROGRAM MECHANICS

Quit procedure

Ihe Quit procedur-e ends the current session, after asking for verification:

PR0FILE- VERSION 4.5-.------------.--
Data Window Plot Calculate Utilities Help Qui t: 1

Quit End Profile Session

Input Data File Format

PROFILE requires a formatted ASCII input data file containing seven
groups of data. The specified formats, descriptions, and limit~ations of ea h
group are given in detail below.
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Group 1: Title (maximum = 40 characters)
FORMAT(5A8)

Group 2: Parameters and Conversion Factors
FORMAT (F8.4)

NOTES:

a. There are seven records (one value per record) in Data Group 2.

b. The values should be entered in the following order:

Reservoir Length (km or Miles) - record 1
Missing Value Code (Suggest -9) - record 2
Conversion Factor - Elevations to Meters - record 3
Conversion Factor - Surface Areas to km2  - record 4
Conversioa Factor - Distance to km - record 5
Conversion Factor - Sample Depths to Meters - record 6
Date Blocking Factor, Days (Normally = 1) - record 7

c. The conversion factors are multiplied by the input units to get the pro-
gram units (metric).

Area units = SQUARE KILOMETERS (kin2)
Elevation and Depth units = MET7RS (in)

Group 3: Reservoir Morphometry - ELEV, AREA
FORMAT (2F8.0)

ELEV = Surface elevation, in increasing order (maximum =

29 entries)

AREA = Surface Area

NOTES:

a. The first entry must be the bottom of the reservoir (invert,
AREA = 0).

b. The units should be consistent with the conversion factors in Data
Group 2.

c. Decimal points should be included or right-justified.

d. The last record of Data Group 3 must be - "00".

0
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Group 4: Component Key - IC, LABEL, V1, ... , V6
FORMAT (12,1X,A8,6F5.0)

IC = Component sequence number in Data Group 7

LABEL ari name (e.g.. TEMP, OXYGEN, TOTAL P)
(miaximumn = 8 characters)

V = Cutpoints to be used to define contour intervals

NOTES:

a. Include the decimal points in Vl-V6, or right-justify the entries.

b. The last record of Data Group 4 must be - "00".

c. Cutpoints can be edited from within the program using the Plot/
Options/Interval procedure.

Group 5: Station Key - ST, CODE, ELEV, RINDEX, WT, SEG, DESC
FORMAT (12, 1X,A8,3F8.0,14,2A8)

ST Station number used in sample records (must be in ascend-
ing order)

CODE = User station code (for general reference)
(maximum = 8 characters)

ELEV = Elevation of reservoir bottom at the station

RINDEX = Distance along thalweg from the major inflow (mainstream
stations) (used only for plotting purposes, ignored if <0)

WT = Factors used in area-weighted averaging across stations
(relative surface area represented by station (estimated from
maps) - weights are rest led by the program and do not
have to sum to 1.0)

aEG = Integer segment number, used for grouping stations by the

reservoir area

DSC = Station location description (maximum = 16 characters)

NOTES:

a. Include one record for each station in Data Group 7 (maximum = 50)

b. Include the decimal point in ELEV, RINDEX, WEIGHT, or right-
justify the entries.

3-16
Chapter 3 PROFILE

-. . . . . . . .. . .. ... .. . . . . . . . . . . ..- -. . ..- -. . . .. .--. ..----. . . . . ..-.-.--- . . .. . . .



-c. Input units must be consistent with the conversion factors specified in

Data Group 2.

d. The last record of Data Group 5 must be - "00".

Group 6: Elevation Key - DATE, SELEV
FORMAT (312,F'1O.0)

DATE = Sample date in YYMMDD format (e.g., 840126)

SELEV = Surface elevation of the reservoir at the darn on the sample
date

NOTES:

a. Include one record for each sample date in Date Group 7.

b. Dates must be in chronological order (maximum = 100 dates).

c. Input units must be consistent with the conversion factors specified in
Data Group 2.

d. Group must contain at least two records; if an elevation record is not
specified for a given sample date, it is estimated by interpolation from
adjacent elevation records.

e. The last record of Data Group 6 must be - "00".

Group 7- Profile Data - ST, DATE, DEPTH, Cl, ... , CIO
FORMAT (12,1X,312,1 IF5.0)

ST Station number, indexed in Data Group 5

DATE = Sample date in YYMMDD format, indexed in Data
Group 6

DEPTHI = Sample depth

C = Component concentrations, indexed in Data Group 4
(IC value) (maximum = 10)

NOTES:

a. Records may be in any order.

b. Include the decimal point in DEPTH and CI-CI0, or right-justify the
entries.

0
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c. Input units must be consistent with the conversion factors specified in
Data Group 2.

d. The last record of Data Group 7 must be - "00".

Note: Inclusion of data in Group 7 is optional. The file name(s) of spread-
sheet or free-format ASCII data files containing sample data may be substi-
tuted. Any number of file names may be specified (one per line). The
component labels in Group 4 should correspond with the field labels in the
data files (not necessarily a I-to-I correspondence). PROFILE will read data
from any components contained in both Group 4 and the data file. Station
codes in the data files should correspond to the Station codes (8-character
alphanumeric) specified in Group 5. The following file formats are
supported:

*.WK1 - Lotus-123 worksheet

*.ASC - ASCII

File formats and conventions are described in Chapter 2 (FLUX - Data File
Formats).

A sample input data file, BEAVER. PRF, is listed below:

Beaver Reservoir - EPA/NES Data
120. L length (kilometers)
-9.** missing value code

.305 * elevation conversion to m
.00405 * area conversion to km2
1.0 * rkmn conversion to km
.305 *** depth unit conversion factor to mn
1. ** date fuzz factor
eLev--- >area---- * hypsiographic curve in increasing order ft, acres
914. 0.
938. 240.
982. 1830.

1050. 9750.
1077. 15540.
1080. 16210.

1090. 18500.
1093. 19690.
1100. 21830.
1110. 24950.
1120. 28220.
1130. 31700.
1137. 35860.
1142. 36260.
00
ic Label <--- >< --- ->----->--><---> * component key
01 teow 8. 12. 16. 20. 24. 28.
02 oxygen 2. 4. 6. 8. 10. 12.
03 total p 20. 40. 80. 160. 320.
00
st code--->elev--->rkm ---- >weight-> seg description--. station key
01 STA 1 916. 119.0 .20 12 above dam
02 STA 2 951. 100.0 .25 10 big city
03 STA 3 999. 76.0 .25 08 below rogers
04 STA 4 1018. 51.8 .15 06 above roger&
05 STA 5 1054. 32.0 .10 04 below war eagle
06 STA 6 1073. 5.7 .05 01 headwater

Chapler 3 PROFILE
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DO
date--seLev- .. > elevation key
740405 1124.
740618 1124.
740830 1118.
741009 1119.
00
st date-- depth tanp 02 ptot * sample records
01 74"405 0 9.
01 740405 5 11.6 10.0 9.
01 740405 15 11.6 10.0 16.
01 740405 50 11.5 10.0 10.
etc.
00

NOTE: Spreadsheet file names for free-format ASCII file names may be sub-
stituted for sample records. See example file 'BEAVER2.PRF'.

Data-Entry Screens

DATA-ENTRY SCREEN: Data/Read

PROFILE DATA INPUT SCREEN

CASE TITLE:

PATH:

DATA FILE:

SAMPLE DATE RANGE: TO -cYYIIDD>

SEASON RANGE: To _ cND

DEPTH RANGE: TO <NETERS>

HELP SCREEN.

Data Read

Reads Input Data File.

If FILE NAME is blank, i!5er selects from List of all ProfiLe data
sets in PATH (Defa,'Lt FiLe Extension *.PRF)

Can define date, season, depth ranges to be read.

Set Limits to 0,0 to read aLl data.

Up to 10 variaL!.es can be read,
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DATA-ENTRY SCREEN: Window/DatelDepth

PROFILE DATA WINDOW

SAMPLE DATE RANGE: TO <YYI4DD>

SEASON RANGE: -- TO ___ i"MD>

DEPTH RANGE: TO <METERS),

HELP SCREEN:

Data Window Date/Depth

Defines Date, Season, Depth Ranges for Data to Be Used in
PLotting, Listing, Summary Procedures.

Limits are IncLusive, e.g., MIN <= vaLue <UMAX.

Limits of (0,0) or (MIN=MAX) wiLl incLude aLL sampLes.

Season Limits Wrap Around CaLendar, e.g.,
MIN=0401, MAX=0930 : StapLes between ApriL 1 and Sept 30
MIN=0930, KAX=0401 SampLes between Sept 30 and ApriL 1

DATA-ENTRY SCREEN: PiotlOptions/Intervals

EDIT VARIABLE AND DEPTH CUTPOINTS
Upper Limit C < = ) of Contour IntervaL

VARIABLE 1 2 3 4 5 6

2
3
4 ___--___4

6

7
8 _-9

10

DEPTH (M)

VaLues Must be In Increasing Order, 0 * Missing

3
3-20 =-
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HELP SCREEN:

PLot Options Intervals

Edit Contour Intervals for each variable.
Edit Depth Intervals used to group data in line plots.
Each Entry Defines the Upper Limit (4=) of an Interval.
Entries Must Be in Increasing Order.

A '01 Signals End of List, So Cutpoints of 0 Are Illegal.

VALID 2 4 6 8 10 0 < 5 intervals (trailing 0 ignored)
VALID : 2 4 0 0 0 0 < 2 intervals
INVALID: 2 6 4 0 0 0 < wrong order
INVALID: 0 2 4 6 < 0 intervals (Leading 0 invalid)
VALID : 2 4 6 8 10 12 < 6 intervals

Last Row Defines Depth Ranges for Plots using Depth Intervals.

DATA-ENTRY SCREEN: Plot/General/Screen

PLOT TITLE:

1- 2- 3-_ 4- 5-
6- 7- 8- 9- 10

COMPONENT NUMBERS PLOTTED: _ _ _ < --- all on same plot

X-AXIS: I=DATE 2=SEASON 3=JULIAN 4=RKM 5=CONC 6=LOG(C)
7=YEAR 8=MUNTH 9=YR-MONTH

Y-AXIS: O=NONE 1=ELEV 2=CONC 3=LOG(CONC) 4=-DEPTH

SYMBOL VARIABLE: O=NONE 1=STATION 2=SEGMENT 3=DATE 4=YEAR
5=DEPTH INTERVAL 6=CONC INTERVAL (CONTOUR

REPEAT VARIABLE: O=NONE 1=STATION 2=SEGMENT 3=DATE 4=YR

SUMMARY METHOD : O=NONE I=MEANS 2=MEDIANS

HELP SCREEN:

Plot General Screen

FiLl in Table As Indicated - Choices Shown on Right.

At Least One Component and X-Axis Must Be Specified.

To Specify Histogram, Set X-Axis to CONC or LOG(C) and
Set Y-Axis to INONE.

If More Than One ComponerA is Specified, ALI WIll Appear
on Same PLot and SYMBOL Choice Wilt be Ignored.

Press <ESC> to Return to Main Menu
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Documented Session

The PROFILE documented session uses the BEAVER.PRF file (found oni
the distribution diskette and copied to the hard drive during installation) as the
input data set. This file contains data for Beaver Reservoir in Arkansas for
the growing season of 1974, and these data were taken as part of the National
Eutrophication Survey. The documented session illustrates the screens as they
would appear as the program is run. Notes to the user are in italics below.
Selected menu items are underlined. To begin, enter 'profile' at the prompt.

> PROFILE

PROFILE

RESERVOIR DATA ANALYSIS

VERSION 4.5

Environmental Laboratory
USAE Waterways Experiment Station

Vicksburg, Mississippi

March 1995

PRESS KEY TO CONTINUE, <ESC> RETURN TU MENU 100

A series of introductory screens appear. 7hese contain brief descriptions of
the program and summarize any new features not documented in this manual.
To bypass these screens, press < Esc > and the program menu will appear.

P R 0 F I L E - VERSION 4.5
Data Window Plot CaLcuLate Utilities Help Quit
Read List Keys Inventory

Read or List Data

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7ý HELP

CASE
DATA FILE =

WINDOW TOTAL
STATIONS 0 0 PLOT OPTIONS:
DATES 0 0 SCALING = AUTOMATI MANUAL
CUMPONENTS 0 0 GROUPING = SEPARATE GROUPED
RECORDS 0 0 REDUCTION = POINTS MEANS MEDIANS

LINE BREAK = NO YES
OUTPUT FILE SCREEN

A one-line message describing the currently selected procedure appears at the
bottom of the menu box. Characteristics of the cu,'ret data set and program
option settings are listed on the botton half of the screen. Since no data set
has been loaded, the above values are zeroes or blank.
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Select Data/Read to read in a data settflr Beaver Reservoir.

PROFILE DATA INPUT SCREEN

CASE TITLE: Beaver Reservoir

PATH:

DATA FILE: beaver.prf

SAMPLE DATE RANGE: 0 TO 0 <YYMMOD>

SEASON RANGE: 0 TO 0 <MNDD>

DEPTH RANGE: 0 TO 0 <METERS>

case title
FI=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

This screens the data Jile and data ranges to be selected. Hit < F2 > after
editing and the file is read:

OPENING INPUT FILE: beaver.prf
Beaver Reservoir - EPA/NES Data
READING MORPHOMETRY...
READING COMPONENT KEY...
READING STATION KEY...

6 STATIONS 0 SAMPLES 0 DATES 3 COMPONENTS LOADED

SELECT STATIONS

STAT IONS" above dam
"* big city
" below rogers" above rogers

* beLow war eagLe
* headwater

PRESS <SPACE> TO SELECT(*) OR NO( ), <ENTER>=DONE, <a>= ALL, <n>=NONE

Select the stations to be used in this window. All are selected (*) in this
example.

OPENING INPUT FILE: beaver.prf

Beaver Reservoir - EPA/NES Data
READING MORPHOMETRY...
READING COMPONENT KEY ...
READING STATION KEY...

6 STATIONS 0 SAMPLES 0 DATES 3 COMPONENTS LOADED
PERCENT OF PROGRAM CAPACITY .0%

STATIONS SELECTED 6/ 6

SELECT Vf.RIABLES

VARIAZLE

* oxygenS* totaL p

PRESS <SPACE> TO SELECT(*) OR NO(), <ENTER>=DONE, <a>= ALL, <n>=NONE
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Select the variables to be used from the above list of all variables contained in
the data file. Hit <Enter> to continue.

OPENING INPUT FILE: beaver.prf
Beaver Reservoir - EPA/NES Data
READING MORPHOMETRY...
READING COMPONENT KEY...
READING STATION KEY...

6 STATIONS 0 SAMPLES 0 DATES 3 COMPONENTS LOADED
PERCENT OF PROGRAM CAPACITY .0%
STATIONS SELECTED = 6/ 6
COMPONENTS SELECTED = 3/ 3
OPENING INPUT FILE: beaver.prf
Beaver Reservoir - EPA/NES Data
READING MORPHOMETRY...
READING COMPONENT KEY...
READING STATION KEY...
READING DATE KEY...
READING PROFILE DATA...
DEVELOPING SAMPLE INDEX...

6 STATIONS 169 SAMPLES 4 DATES 3 COMPONENTS LOADED
PERCENT OF PROGRAM CAPACITY 4.2%
'H>

7he data file has been successfully loaded. Hit < Enter > in response to the
< H > prompt to return to prograin nmenu.

- P R 0 F I L E - VERSION 4.5
Data Winjow Plot Calculate Utilities Help Quit
Read List Keys Inventory

Read or List Data

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

CASE = Beaver Reservoir
DATA FILE = beaver.prf

WINDOW TOTAL
STATIONS = 6 6 PLOT OPTIONS:
DATES = 4 4 SCALING = AUTOMATI MANUAL
COMPONENTS = 3 3 GROUPING a SEPARATE GROUPED
RECORDS = 169 169 REDUCTION = POINTS MEANS MEDIANS

LINE BREAK = NO YES
OUTPUT FILE = SCREEN

Case datt can be listed using the Data/List/ISort procedure:

P R O F I L E - VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
Read List Keys Inventory
1 Sort 2 Sort

List Data Sorted by Station, Date, Depth

MOVE CURSOR & HIT <EntEr> OR <First Letter> TO RUN ROUTINE, <FI,F7> HELP

Beaver Reservoir
ST CODE DATE DEPTH temp oxygen total p
1 STA 1 740405 .0 9.0
1 STA 1 740405 1.5 11.6 10.0 9.0
1 STA 1 740405 4.6 11.6 10.0 16.0
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1 STA 1 740405 15.3 11.5 10.0 10.0
I STA 1 740405 30.5 8.4 9.6 11.0
1 STA 1 740405 45.8 7.5 8.8 12.0
I STA 1 740405 61.0 7.3 8.4 100.0
1 STA 1 740618 .0 10.0

1 STA 1 740618 1.5 24.4 9.0 9.0
1 STA 1 740618 4.6 ý4.2 9.0 8.0
1 SIA 1 740618 7.6 21.9 7.8 13.0
1 STA 1 740618 12.2 20.4 5.8 9.0
1 STA 1 740618 16.8 16.5 6.4 7.0
1 STA 1 740618 27.5 12.6 7.8 10.0
I STA 1 740618 39.7 10.8 7.6 12.0
1 STA 1 740618 52.2 8.5 5.4 22.0
I STA 1 740830 .0 26.3 7.6 14.0
1 STA 1 740830 3.1 26.3 7.5 12.0
1 STA 1 740830 6.1 26.3 7.8 12.0
1 STA 1 740830 11.6 20.4 .4 12.0
1 STA 1 740830 18.3 17.6 1.0 11.0

USE KEYPAD, FI1>=HELP, -FS>=SAVE, <ESC>=QUIT OUTPUT

The Data/List/2Sort procedure generates similar output, but sorted in a dif-
ferent order. The Data/Keys procedure lists the station, variable, sampling
date keys:

- , P R 0 F I L E - VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
Read List Keys Inventory

'.iuc Morphometric Table, Station Key, Date Key

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

STA CODE ELEVATION RKM WE,3HT SEGMENT DESC.!PTION
1 STA 1 279.4 119.n .200 12 :sbove dam
2 STA 2 290.1 -10.. 450 10 big city
3 STA 3 304.7 76.e .250 8 betow rogers
4 STA 4 310.5 51 A "-1 6 above rogers
5 STA 5 321.5 .J2 U 4 below war eagle
6 STA 6 327.: j./ .uSO headwater

MAXIMUM CONCENIRAT TLN
LEVEL temp ocygel, tutaL p

1 8.0 ?.0 20.0
2 12.0 4.0 40.0
3 16.0 6.0 80.0
4 20.0 6.0 160.0
5 24.0 10.0 320.0
6 28.0 12.0 .0

ROUND DATE JULIAN SURFACE ELEVATION
1 740405 95 342.8
2 740618 169 342.8
3 740830 242 341.0
4 741009 282 341.3

<EDF>

The Data/Inventory procedure lists the number of concentration values by
station and date for each component:
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r R 0 F I L E - VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
Read List Keys Inventory

List Data Inventory

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <FlF7> HELP

DATA INVENTORY FOR COMPONENT: I temp STATION: I above dam
ROUND DATE JULIAN SELEV SAMPLES ZMIN ZMAX CHIN CMAX

M M
1 740405 95 342.8 6 1.5 61.0 7.3 11.6
2 740618 169 342.8 8 1.5 52.2 8.5 24.4
3 740830 242 341.0 9 .0 51.9 9.2 26.3
4 74100V 282 341.3 10 .0 53.4 9.5 19.6

DATA INVENTORY FOR COMPONENT: 1 temp STATION: 2 big city
ROUND DATE JULIAN SELEV SAMPLES ZNIN ZMAX CHIN CMAX

M M H
1 740405 95 342.8 5 1.5 48.8 7.2 10.5
2 740618 169 342.8 9 1.5 49.1 8.7 24.6
3 740830 242 341.0 8 .0 45.8 9.9 25.9
4 741009 282 341.3 9 .0 46.4 10.7 19.6

DATA INVENTORY FOR COMPONENT: 1 temp STATION: 3 below rogers
ROUND DATE JULIAN SELEV SAMPLES ZMIN ZMAX CHIN CMAX

M N M
1 740405 95 342.8 5 1.5 35.1 7.3 10.7
2 740618 169 342.8 7 1.5 36.9 9.7 25.0
3 740830 242 341.0 6 .0 33.5 11.3 26.1
4 741009 282 341.3 8 .0 25.6 16.0 19.7

USE KEYPAD, <FI>=HELP, <F8>=SAVE, <ESC>=QUIT OUTPUT

The Data/Window procedures art used to restrict subsequent analyses (Plot
or Calculate) to certain data ranges.

P R 0 F I L E - VERSION 4.5
Data Window Plot Calculate Utilities Help Quit
DatelDenth Components Stations ALL Reset

Define Date, Season, & Depth Ranges

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <FIF7> HELP

PROFILE DATA WINDOW

SAMPLE DATE RANGE: 740405 To 741009 <YYMMDD>

SEASON RANGE: 0 10 0 <MHDD> J
DEPTH RANGE: 0 To 61 <METERS>

Window parameters are initially set to in'clude the entire range of values in the
data set. If the minimum and maximum values are equal, all values are
selected. Following are demonstrations o" various plot procedures.

0
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P R 0 F I L E - VERSION 4.5
Data Window Plot CaLcuLate Utilities Quit
Line Contour General Histograms Box-Plots Options
1PR/S/D 2PR/D/S 3PR/D/Y 4C/R/D 5C/D/S 6C/S/SY 7C/D/ZS 8C/D/ZY

Vertical Profiles, Symbol a Station, Repeated for Each Date

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE , <F1,F7> HELP

VARIABLE
t einp

*oxygen
total p

Pwavur luar'v'Lr
DATE 748405 SMUUOLi STATION UAR: uxuuun

34. .. .........

3 3 ' . " . ....... . .....

HI 326 -. ........ .. ...
L

U 318 ''

388

. .8 . . .

. SIR 1 N SIll 2 a Sfl 3 S SIA 4 STR 5 STIR 6

HPESS I to Ne"cGa1e, D to Duump

Select the water quality component(s) to be plotted (oxygen). Piot/Line/I gen-
erates vertical profiles using dfeirent symbols to identify stations. A separate
plot is produced for each sampling date.
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Baver Xaser4iLr
DIT a 7'40as SYl1UOL, STATION UMR: axculen

358_ __

: • ..... ....... ... . .. ............ ........... ...... ............. .. .. .. _ • ...... ............ .

g 3 2 8 ... ....... ...... , . . ........ ........... !....................... ..... !. .. . . . . . .

L

S..... .......... . .. t . . . . . ............ i.... .. .............. ..... i... . . . . ... . . ....

! ....... . .... . .... ! .. .... .............. ....... .......... .... . ... ... . .. . . . .
II

a SIR 1 STAI 2 * SIR 3 S S"A 4 * SIA 5 * SIR 6

KIESS R to Weecaie, D to Dump

Select Plot/Contour/4 to display u longitudinal profile (y = elevation, x =
distance along thalweg (i.e., old river chanel)). This format only makes
sense when all selected stations are in the same tributary arm.

- R 0 F I L E - VERSION 4.5
Data Window Plot Calculate UtiLities HeLp Quit
Line Contour General IHistogram~s Box-PLots Options
IE/S/S 2E/S/Y 3E/D/S 4E/R/D

ELevation vs. RKM Contour PLot, Repeated for Each Date

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, F1,F7> HELP

0
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Dial 748038 S�bWOL: C�C IJAR I total �

348

-------------------------------------------------------

338

-4--
U328
L

U 318 .1.

30

2U6

I 20 48 6�3 88 188 1.29
RKN

26 48 88 * lEO 328

D�fferenz colors are used to represent contour intervals �not discernable here).

Select Plot/General to define your own plot format. Remember that all plots
use data in the current window.

r R C F I L E - VERSION 4.5
Data Window Plot CalcuLate UtiLities Help Quit
Line Contour GeneraL Histograms Box-Plots Options
Pr�t Scrcon

Create Your Own Plot Format - Screen Method

MOVE CURSOR & HIT 'Enter> OR <I:irst Letter> TO RUN ROUTINE, F1,F7> HELP

PLOT TITLE: Boover Reservoir

1-ten� 2-oxygen 3-total P 4- 5-

6- 7- 8- 9- 10

C�lPONENT NUMBi�RS PLOTTED: 3 0 0 �---aLl on same pLot

X-AXiS; 4 1OATE 2"SEASON 3�JULIAN ��RICM 5�CONC 6'LOG(C)
7�YEAR 8�MONTH 9=YR-MONTH

I

V-AXIS: 1 C�NONE 1�ELEV 2�CONC 3�LOG(CONC) 4z-DEPTH:2 ___________________

SYMBOL VARIABLE: 6 O�NONE 1=STATION 2.�S2G�4ENT 3�DATE 4�YEAR
5�OEPTH INTERVAL 6�CONC INrERVAL (CONTOUR)

REPEAT VARIABLE: 3 O�NONE 1�STATION 2�SEGMENT 3rOATE 4=YR

SUt4I4ARY METHOC 0 O�N0�JE 1�MEANS 2�MEDIANS
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Th7is screen provides a high degree of flexibility for defining plots. In this
example, a phosphorus contour plot (elevation versus rk-m) is specified. The
plot is repeated.f'r each sampling date (only one is shown below).,

BAIIE 748H1M SdNwiOL CONC •AAR: tota I W
3SG

S. . . .... .. ... .. t .. .. ........... . ............... ;. . ... . . ... . . . : ... . ... ... ..... .. .. . . . . . .

.. ~. ......... .- .. . .... .. "..
34.......... ............. .. .........

320 "... . . ..................... .. . . . . . .. ...... .

L

U.........U " 1 . ............. ..... ......... ... . .... ........... . 4 . ............. . .. .. . ... ........... . . . . .

a 28 48 r8 AS18 129

26. 40 - 8• 18 • 320

Select PlotiContour/1 to display an elevation versus season (month) contour
plot.

. R 0 F I L E - VERSION 4.5
Data window Plot CalcuLate UtiLities Help Quit
Line Contour General Histograms Box-Ptots Options
1E/S/S 2E/S/Y 3E/D/S 4E/R/D

Elevation vs. Season Contour Plot, Repeated for Each Station

MOVE CUIRSORI HIT <Enter> OR <First Letter> TO RUM ROUTINE, <F1,F7> HELP

3-30 Chapter 3 PROFILE

S- ------, . . = " - a



Deaver Ro..r..'ir
STATION STA 1I SYMBOLs CUC W U•I toip

L

U 3 1 .. ............ ........

3 w ...... .............. i ..... .... ... .. .... ...... .................................... ...................................

1 . . .. . . . . ... • - , ............ " .......................... i....... ......... :....................... ' .......................... ...

4 is 12

11 12 16 26 2 , 4 •U

Plot contour intervals can be set using the Plot/Options/Intervals procedure.

PROF I LE - VERSION4.5
Date W inidow Plot Calculate Utilities Help Quit
Line Contour General Histograms Box-Plots Otions
Intervals LogScale Scaling Grouping Reduction Break Contour

Edit Component & Depth intervals for Plotting

MOVE CURSOR X HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

EDIT VARIABLE AND DEPTH CUTPOINTS
Upper Limit ( < ) of Contour Interval

VARIABLE 1 2 3 4 5 6
I taw 8 12 16 20 24 28
2 oxygen 2 4 6 8 10 12
3 total p 20 40 80 160 320 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
9 0 0 0 0 0 0

S 0 0 0 0

DEPTH (M) 6 8 10 18 0 0

Values Must be In Increasing Order, 0 Missing

FI=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

Select Plot/Options/LogScale to dejine variables to be plotted on log scales
(often appropriate for nutrient ani chlorophyll data, not appropriate for oxy-
gen or temperature).
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P R 0 F I L E - VERSION 4.5
Data Windowh PLot Calculate Utilities Help Quit
Line Contour General Histograms Box-PLots Options
Interval LoqScaLe Scaling Grouping Reduction Break Contour

Select Variables to Be Plotted on Logarithmic ScaLe.

MOVE CURSOR & HIT <Enter> OR 0First Letter) TO RUN ROUTINE, <F1,FT> HELP

SELECT(*) VARIABLES TO BE PLOTTED ON LOG SCALES

VARIABLE

,tow ,
oxygen

*total p_ .

Select Plot/Box-Plots to display data summaries by defined groupings.

P a 0 F I L E - VERSION 4.5--

Data Wirdou Ploj Calculate Utilities Help Quit
Line Contour General Histograms B Options

vertical Horizont

Vertical Box Plot

UOVE CURSOR & HIT <Enter) OR 0First Letter) TO RUN ROUTINE, <F1,F7> HELP

DEFINE GROUPING VARIABLE

CATEGORY
• STATION

SEGMENi
DATE
YEAR
MONTH

EPCONC-I

NONE

i
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IBa~er Ro11.rv•i r

PEKCIENIILES; 1e 25 50 -5 a8

Sn • .... " ." . /: ...i:~ ~ ~~.i: l _ . . .......iiil iil ........ 1112:....7 211 : .i 1 I S I I

tH
.I

2b . ...I....J.....

.... .. ............. .. ......... .......................................... .. . . ..... ..... ...

SY I S 2 SI A3 SI 4 SIR 5 SIR

STiTIUIN

ONE-WAY DATA SUMMARY FOR: 3 total p GROUPED BY: STATION
DATE RANGE: 740405 741009 SEASON RANGE: 0 0 DEPTH RANGE: .0 61.0
STAfION N MIN 10% 25% 50% 75% 90% MAX MEAN CV CV(M)
STA 1 35 7.0 8.6 10.0 11.0 13.0 19.0 100.0 14.4 1.068 .180
STA 2 33 4.0 8.4 10.0 13.0 17.5 31.8 65.0 16.3 .773 .134
STA 3 28 11.0 11.0 15.3 20.5 39.0 53.0 136.0 30.5 .821 .155
STA 4 29 20.0 21.0 21.5 32.0 57.0 91.0 212.0 50.1 .981 .182
STA 5 23 29.0 33.8 43.0 53.0 90.0 134.6 182.0 70.3 .562 .117
STA 6 20 39.0 41.3 50.5 62.0 68.8 96.2 180.0 67.2 .449 .100

,EOF>

The asterisks (*) show the median value in each data group. 7he boxes show
the 25- to 75-percent range. The lines show the 10- to 90-percent range.

Select Calculate/IOLD to calculate areal hypolimnetic depletion rates. This is
applicable only to strat~iied reservoirs and to data sets containing late spring/
early summer oxygen and temperature proJiles from a near-dam station.

P R 0 F I L E - VERSION 4.5
DBta Window Plot Calculate Utilities Help Quit

SSuiiiaries Options

Calculate HypoLiimrntic Oxygen Depletion Rates

0
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P R 0 F I L E OXYGEN DEPLETION CALCULATIONS

This routine works best if you first set the WINDOW
to consider data from onLy one year, preferably
during the Late spring and early suier when profiles
are most Likely to be useful for oxygen depletion
caLcuLations.

Otherwise, you may be overwhelmed with Lots of output.

The WINDOW has already been reset to include data
from aLl stations.

Date Limits can be set with the foLLowing screen...

PROFILE DATA WINDOWJ

SAMPLE DATE RANGE: 740405 TO 741009 <YYMMDD>

SEASON RANGE: 0 TO 0 <MOD>

DEPTH RANGE: 0 TO 61 <METERS•

first sample date >= yymmdd
FI=HELP, F2-DONE/SAVE, F3=EDIT FIELD, F7-HELP/EDITOUR, <ESC>=ABORT

As indicated in the above help screen, select the sample date and depth ranges
containing the profiles to be used in oxygen depletion calculations. Next,
define the temperature variable, oxygen variables, and station:

HYPOLIMNETIC OXYGEN DEPLETION (HOD) CALCULATIONS FOR NEAR-DAM STATIONS
SELECT TEMPERATURE VARIABLE

iVARIABLE.

Ioxygen

NYPOLINNETIC OXYGEN DEPLETION (HOD) CALCULATIONS FOR NEAR-DAN STATIONS
SELECT DISSOLVED OXYGEN VARIABLE

jtotaL p

HYPOLINNETIC OXYGEN DEPLETION (HOD) CALCULATIONS FOR NEAR-DAM STATIUNS
SELECT STATION FOR HOD CALCS

STATION
> above dam

big city
below rogers
above' rogers
below war eagle
headwater
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Calculations begin. Hit < Enter > to select the default depth interval for the
calculations.

TOTAL ELEVATION RANGE x 278.8 342.8 METERS
NOMINAL ELEVATION INCREMENT 2 3.20 METERS
ELEVATION INCREMENT ? 3.2

DATA INVENTORY FOR COMPONENT: 1 temp STATION: 1 above dam
ROUND DATE JULIAN SELEV SAMPLES ZMIN ZMAX ChIU CHAX

M M N
1 740405 95 342.8 6 1.5 61.0 7.3 11.6
2 740618 169 342.8 8 1.5 52.2 8.5 24.4
3 740830 242 341.0 9 .0 51.9 9.2 26.3
4 741009 282 341.3 10 .0 53.4 9.5 19.6

DATA INVENTORY FOR COMPONENT: 2 oxygen STATION: 1 above dam
ROUND DATE JULIAN SELEV SAMPLES ZMIN ZKAX CIN CKAX

M M M - -

1 740405 95 342.8 6 1.5 61.0 8.4 10.0
2 740618 169 342.8 a 1.5 52.2 5.4 9.0
3 740830 242 341.0 9 .0 51.9 .4 7.e
4 741009 282 341.3 10 .0 53.4 .2 7.6

Above is an inventory of the oxygen and temperature data in the current win-
dow. Next, select the first and last sampling round to be used &n oxygen
depletion calculations. Generally, the first profile should be the first round
after the onset of stratification, and the last profile should be the last round
without anoxic conditions. See text for more details.

DEFINE SAMPLING ROUNDS FOR HOD CALCS
FIRST SAMPLING ROUND 1#>? 1
LAST SAMPLING ROUND <c##>? 3

Vertical Profile Plots for the Selected Dates FoLlow.
Later, You Will Be Asked to Specify the Upper & Lower Boundaries

of the Thermocline for Use in HOD Calculations.
Press <Enter> to Continue

Five plots follow, showing vertical profiles of temperature, oxygen, areal oxy-
gen depletion rate anul total oxygen demaru. (below each elevation incretnent),
and volumetric oxygen depletion rates. View the first plot (temperature) to
select appropriate thermocline boundaries (top, bottom):
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INITERPMWA TED P1 PILlCS
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Beaver RaEruoir - STR 1
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The upper plot shows the total oxygen demand (kg/day) below each elevation.
This may be useful for sizing hypolimnetic aerators. The lower plot shows
volumetric oxygen depletion rate at each elevation and the mean depletion rate
below each elevation.

Thermocline boundaries are defined in the following screen:

ENTER THERMOCLINE BOUNDARIES BETWEEN 278.8 AMD 342.8 IN METERS
ELEV AT TOP OF HYPOLIMNION? 305
ELEV AT TOP OF METALIMNION? 325

The following output table shows calculation results:

Beaver Reservoir COMPONENT: 2 oxygen
STATION: 1 above dam RKM: 119.0 BASE ELEV: 279.4
DATES: 740405 TO 740830
STATISTIC HYPOLIMNION METALIMNION BOTH
ELEVATION N 305.00 325.00 325.00
SURFACE AREA KM2 15.90 53.01 53.01
VOLUME HM3 125.66 643.67 769.33
KEAN DEPTH N 7.90 12.14 14.51
hAtXIh•X' DEPTH N 26.23 20.00 46.23
INITIAL CO4C G/M3 8.93 9.70 9.57
FINAL CONC G/M3 2.79 2.70 2.72
AREAL gEPL. nATE MG/M2-DAY 330.03 578.02 677.02
VOL. DEPL. RATE NG/M3-DAY 41.76 47.61 46.65

You may repeat the calculations using different thermocline boundaries, if
desired.
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TRY OTHER BOUNDARIES <0.zNO,1.=YES>? 0

The following plot shows the time series of volume-weighted mean oxygen con-
centrations in the hypolirnnion and metalimnuion. The slopes of these lines are
proportional to the volutre-weighted mean oxygen depletion razes.

Beavert Reservoir - SIA 1
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P R 0 F I L E - VERSION 4.5
Data Window PLot Calculate Utilities Quit

HOD Summaries Options

Summarize Water QuaLity Data - CalcuLate Area-Weighted Means

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

A help screen appears:

Nixed-Layer Water QuaLity Summaries

On the next screen, you wiLl specify the data to be summarized.

Set the DEPTH range to reflect the mixed Layer of the reservoir.

Set the SEASON range to reflect the growing season.

Constraints:
Maximum Samples = 4000
Maximum Rows (SampLing Dates) a 200
Maximum Columns (Stations or Seiments) = 20

PRESS KEY TO CONTINUE, <ESC> RETURN TO MENU 21

Set the date and depth ranges accordingly.:

PROFILE DATA WINDOW

SAMPLE DATE RANGE: 740405 TO 741009 <YYMMDD>

SEASON RANGE: 0 TO 0 <MMDD>

DEPTH RANGE: 0 TO 10 <METERS>

Results:

Columns a Segments

Cell Sumaries t Medians

Output Format = Long
Beaver Reservoir

COMPONENT: total p , DEPTHS: .0 TO 10.0 M
total p SAMPLE FREQUENCIES:
SEG14ENT 1 4 6 8 10 12 RESERV
DATE WTS> .050 .100 .150 .250 .250 .200

740405 4 4 3 3 3 3 20

740618 4 4 5 3 4 4 24
740830 4 4 4 3 3 3 21
741009 4 4 4 4 4 4 24

SAMPLES 16 16 16 13 14 14 89
DATES 4 4 4 4 4 4 4

3-40
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totaL p SUMMARY VALUES:
SEGMENT 1 4 6 8 10 12 RESERV
DATE WTS> .050 .100 .150 .250 .250 .200

740405 67.0 47.0 37.0 36.0 16.0 9.0 28.4
740618 61.5 89.0 32.0 16.0 9.0 9.5 24.9
740830 49.5 41.5 21.0 15.0 12.0 12.0 18.9
741009 48.0 37.5 21.5 11.0 10.5 10.0 16.8S........................................... o........ ......

SAMPLES 16 16 16 13 14 14 89
DATES 4 4 4 4 4 4

MEDIANS 55.5 44.3 26.8 15.5 11.3 9.8 21.9
MEANS 56.5 53.8 27.9 19.5 11.9 10.1 22.3

CV .164 .443 .284 .575 .254 .130 .241
CV(MEAN) .082 .222 .142 .287 .127 .065 .121

The right-hand column contains reservoir mean values, weighted by the area

of each segment. Select Calculate/Options to set other data-suwmary options.

Select Help to view supplementary help screens in various categories.

R 0 F I L E - VERSION 4.5
Data Window Plot CalcuLate Utilities HeLD Quit

Display HeLp Screens

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, F1,F7> HELP

PRESS <ESC> TO QUIT

HELP TOPICS
INTRODUCTORY SCREENS
PROCEDURES
PLOTTING
PROGRAM MECHANICS

Select Quit to end session,-

[ R 0 F I L E - VERSION 4.5
Data Window Plot CaLcuLate Utilities Help Quit

End ProfiLe Session

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

• 7
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4 BATHTUB

BATHTUB Overview

BATHTUB is designed to facilitate application of empirical eutrophication
models to morphometrically complex reservoirs. The program performs water
and nutrient balance calculations in a steady-state, spatially segmented hydrau-
lic network that accounts for advective transport, diffusive transport, and
nutrient sedimentation. Eutrophication-related water quality conditions
(expressed in terms of total phosphorus, total nitrogen, chlorophyll a, trans-
parency, organic nitrogen, nonortho-phosphorus, and hypolimnetic oxygen
depletion rate) are predicted using empirical relationships previously devel-
oped and tested for reservoir applications (Walker 1985). To provide regional
perspectives on reservoir water quality, controlling factors, and model perfor-
mance, BATHTUB can also be configured for simultaneous application to col-
lections or networks of reservoirs. As described in Chapter 1, applications of
the program would normally follow use of the FLUX program for reducing
tributary monitoring data and use of the PROFILE program for reducing pool
monitoring data, although use of the data reduction programs is optional if
independent estimates of tributary loadings and/or average pool water quality
conditions are used.

The functions of the program can be broadly classified as diagnostic or
predictive. Typical applications would include the following:

a. Diagnostic.

(1) Formulation of water and nutrient balances, including identifica-
tion and ranking of potenitial error sources.

(2) Ranking of trophic state indicators in relation to user-defined res-
ervoir groups andior the CE reservoir database.

(3) Identification of factors controlling algal production.

b. Predictive.

je (1) Assessing impacts of changes in water and/or nutrient loadings.

Chapter 4 BATHTUB 4-1
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(2) Assessing impacts of changes in mean pool level.

(3) Estimating nutrient loadings consistent with given water quality
management objectives.

The program generates output in various formats, as appropriate for specific
applications. Predicted confidence limits can be calculated for each output
variable using a first-order error analysis scheme that incorporates effects of
uncertainty in model input values (e.g., tributary flows and loadings, reservoir
niorphometry, monitored water quality) and inherent model errors.

A detailed description of the following topics is given in the remainiing Qeec-
tions of this chapter.

a. Theory

b. Program operation.

c. Application steps.

d. Procedure outline.

e. Data entry screens.

f: Documented session.

g. Instructional cases.

These and other features of the program may be examined by reviewing the
example data sets supplied at the end of this chapter and by viewing help
screens supplied with the program.

Theory

Introduction

A flow d iagram for BATHTUB calculations is given in Figure 4. 1. This
section describes calculations performed in the model core:

a. Water balance.

b. Nutrient balance.

c. Eutrophication response.

Using a first-order error analysis procedure (Walker 1982), the model core is

executed repeatedly in order to estimate output sensitivity to each input

4-2 Chapter 4 BATHTUB
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INPUT

ENTER/EDIT CASE DATA

LIST CASE DATA

MODEL CORE

CALCULATE WATER BALANCE
CALCULATE COMPONENT BALANCES:

* CONSERVATIVE TRACER
* PHOSPHORUS
* NITROGEN

CALCULATE WATER QUALITY RESPONSES:
* CHLOROPHYLL-a
0 SECCHI
0 ORGANIC N
• PARTICULATE P
* OXYGEN DEPLETION

ERROR ANALYSIS

ALTER INPUT OR MODEL ERROR TERM
ACCUMULATE OUTPUT SENSITIVITIES
EXECUTE MODEL CORE
CALCULATE OUTPUT VARIANCES

OUTPUT

LIST SEGMENT HYDRAULICS AND DISPERSION
LIST GROSS WATER AND COMPONENT BALANCES
LIST BALANCES BY SEGMENT
LIST OBSERVED VS. PREDICTED STATISTICS
LIST DIAGNOSTICS AND RANKINGS
LIST SUMMARY OUTPUT TABLES
PLOT OBSERVED AND PREDICTED CONFIDENCE LIMITS

END

Figure 4.1. Schematic of BATHTUB calculations
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variable and submodel and to develop variance estimates and confidence limits
for each output variable. The remainder of the program consists of graphic
and tabular output routines designed to summarize results.

Control pathways for predicting nutrient levels and eutrophicatier response
in a given model segment are illustrated in Figure 4.2.

Predictions are based upon empirical models which have been calibrated
and tested for reseivoir applications (Walker 1985). Model features are docu-
mented as follows: symbol definitions (Table 4.1), model equations and
options (Table 4.2), supplementary response models (Table 4.3), error statis-
tics (Table 4.4), and diagnostic variables (Table 4.5).

As listed in Table 4.2, several options are provided for modeling nutrient
sedimentation, chlorophyll a, and transparency. In each case, Models 1 and 2
are the most general formulations, based upon model testing results. Alterna-
tive models are included to permit sensitivity analyses and application of the
program under various data constraints (see Table 4.2). Table 4.3 specifies
submodels for predicting supplementary response variables (organic nitrogen,
particulate phosphorus, principal components, oxygen depletion rates, trophic
state indices, algal nuisaLc,! frequencies). Error statistics for applications of
the model network to predict spatially averaged conditions are summarized in
Table 4.4.

The following sections describe underlying theory. The development and
testing of the network equations (Walker 1985) should be reviewed prior to
using the program.

Segmentation

Through appropriate configuration of model segments, BATHTUB can be
applied to a wide range of reservoir morphometries and management prob-
lems. Figure 4.3 depicts segmentation schemes in six general categories:

a. Single reservoir, spatially averaged.

L. Single reservoir, segmented.

c. Partial reservoir or embayment, segmented.

d. Single reservoir, spatially averaged, multiple scenario.

e. Collection of reservoirs, spatially averaged.

f Network of reservoirs, spatially averaged.

4-4 Chapter 4 BATHTUB3
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Table 4.1

Symbol Definitions

a = Nonalgal Turbidity (On"1 ) 1/S - 0.025 B

As = Surface Area of Segment (km 2)

Ac Cross-Sectional Area of Segment (ki*m)

Al Intercept of Phosphorus Sedimentation Term

A2 - Exponent of Phosphorus Sodimontation Term

B1 Intercept of Nitrogen Sedimentation Term

82 = Exponent of Nitrogen Sedimentation Term

B Chlorophyll a Concentration (mg/rn
3)

BmU Reservoir Area-Weighted Mean Chlorophyll a Concentration (mg/m3 )

Bp - Phosphorus-Potantial Chlorophyll a Concentration (mg/hn 3 )

8ix Nutrient-Potential Chlorophyll a Concentration (mg/rn 3 )

C - Calibration Faotor fur Chlorophyll a

CD = Calibration Factor for Diupersion

CN I Calibration Faotor for N Sedimontation Rate

CO - Calibration Factor fur Oxygen Depletion

CP Calibration Factor for P Sedimentation Rate

CS Calibration Factor fur Secohl Dopth

0 Dispersion Rota (km 2 /yoar)

On = Numorio Dispersion Rate (km2 /yoar)

E - Diffusive Exuhunge Hata between Adjacent Segments (hm 3 /year)

Fs = Summer Flushing Rate - (Influw-Evaporation)/Volumo (year-1)

Fin Tributary Inorganic N Loud/Tributary Total N Load

Fat - Tributary Ortho-P Load/Tributary Total P Load

FD Dispersion Calibration Factor (applied to all segments)

G = Kinetic Factor Used in Chlorophyll a Model

HOL~v Near-Darn Hypolimnotic Oxygen Depletion Rate (mg/n 3 -doy)

L = Segment Length (kni)

MODv Near-Dam Metalimnutic Oxygen Depletion Rate (mg/m 3-day)

N Reservoir Total Nitiougun Concentration (mg/m3 )

,- Chat(Con e Bnue
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Table 4.1 (Concluded)

Ni - Inflow Total Nitrogen Concentration (mg/m 3 )

Nin = Inflow Inorganic N Concentration (ntg/m 3 )

Nia Inflow Available N Concentration (mg/m3 )

Ninorg = Inorganic Nitrogen Concontration (mg/m3 )

Norg = Organic Nitrogen Concentration (mg/rm3)

P = Total Phosphorus Concentration (mg/rm3)

Pi Inflow Total P Concentration 1mg/rn3 )

PI I hflow Ortho-P Conoentration (mg/in 3 )

Pie * Inflow Available P Concentration (mg/m 3 )

Portho = Ortho-Phusphorus Concentration (mgu/m
3

)

PC-1 - First Prinuipal Component of Responso Measurements

PC-2 = Socond Principle Component of Rosponee Measurements

0 = Segment Total Outflow (hm 3 /vear)

aS - Surfacu Overflow Rate (m/year)

S Seoohi Depth (m)

T = Hydraulic Residence Tinie (years)

TSIp Cnrlsoii Trophic State Index (Phosphorus)

TS1 = Carisun Trophic State Index (Chlorophyll a)

TSI1 = Carlson Trophic State Index (Transparency)

U = Moacn Advoctive Velocity (kin/yeor)

V = Total Volume (hm 3 )

W Mean Segment Width (kin)

WpI Total Phosphorus Loading (kg/year)

Wn = Total Nitrogen Loading (kg/your)

Xpn = Composite Nutrient Concentration Umg/n 3 )

Z = Total Depth (m)

Zx = Muximunm Total Dopth (m)

Zh = Meun Hypolimnotic Depth of Entire Reservoir (m)

Zmix = Mean Depth of Mixed Layer (ni)

0
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Table 4.2
BATHTUB Model Options

Conservative Substance Balance

Modol 0: Do Not Compute (Set Predicted = Observed) I. ,fault)

Model 1: Compute Mass Balances

Phosphorus Sedimentation

Unit P Sedimentation Rate (mg/m 3 -year) CP Al pA2

Solution for Mixed Segment:

Second-Order Models (A2 = 2)

P = I-I + (1 + 4 CP A1 Pi T) '61/(2 CP A1 T)

First-Order Models (A2 = 1)

P = Pi/( + CP Al T)

Model Al

0- Do Not Compute (Sot Predicted = Observed) ....

1 - Second-Order, Available P Idefuultl 0.17 Qs/(Qu + 13.3) 2

Gs = MAX(ZIT,4)

Inflow Available P = 0.33 Pi - 1.93 Pio

2- Second-Order Decay Rate Function 0.056 Fot'iGs/(Qs + 13.3) 2

3- Second-Order 0.10 2

4- Canfield and Bachmnan (1981) 0.11 (Wp/V)°'b9 1

5- Volleniweider 1 976) T-0b5 1

6- Simple First-Order 1 1

7- First-Order Settling I/Z I

40 - _Shaet I of 4)[ Note: For puiposes of computing effoctive rate coefficients (Al), Os, Wp, Fot, T, and V are

evaluated separately for each segment group based upon axternal loadings and segment
hydiaulics. _ _ _.... J
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Table 4.2 (Continued)

Nitroaen Sodimentation

Unit N Sedimentation Rate (mg/m 3-vaer) = CN 81 NB2

Solutions for Mixed Segment:

Souond-Order Models (82 - 2)

N = [-1 + 01 + 4 CN BI Ni T)0°'I/(2 CN B1 T)

First-Order Models (B2 = 1)

N = Ni/Cl + CN B1 T)

Modol Bi

0 - Do Not Compute

(Set Predicted = observed)

1 - Second-Order, Available N Idefault] 0.0045 Us/(Qs + 7.2) 2
QS = Maximum (Z/T,4)
Inflow Available N=0.59 Ni + 0.79 Nin

2 - Second-Order Decay Rate Function 0.0035 Fin'°' 59 Qs/(Qs + 17.3) 2
Qs - Maximum (ZIT,4)
Fin = Tributary Inorganic NfTotal N Load

3 - Second-Order uU.0315 2

4 - Bachman (1980)/Volumetric Load 0.01 59 (Wn/V) 0 '59  1

5 - Bachman (1980)/Flushing Rate 0o.83 T"0"55 1

6 - Simple First Order 1 1

7 - F;-st-Ordor Settling 1/Z

(Sheet 2 of 4J

Note: For purposes of computing effective rate coefficiants (B1), Us. Wn. h-,, T, and V are
evaluated separately for each segment group based upon external loadings end segment
hydraulics.

Nitrogen Model 1 differs slightly from that developed in Walker (1985). The coefficients
have been adjusted so that predictions will be unbiased if inflow inorganic nitrogen data are
not available finflom available N = inflow total N). These adjustments have negligible influ-
once on model error statistics.

Chapter 4 BATHTUB 4-9
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Table 4.2 (Continued) I
Mean Chlorophyll a Arwlicabilitv

Model 0: Do Not Compute

Model 1: N, P, Light, Flushing Rate General
Xpn - [p-

2 + ((N.150)112)-
2

1-0.
5

Bx . Xpn
1
"33/431

G -, ZnIx (0.14 + 0.0039 Fs)
B - CB x/Ill + 0.025 Bx G) (1 + Ga)]

Model 2: P, Light, Flushing Rate Idetault] Ninorg/Portho > 7
Bp pl' 3 7 4.,88 (N-150)/P > 12
G - Zmlx (0.19 + 0.0042 Fs)
B = CB1B4/l(1 + 0.025 Bp G) (0 + Gall

Model 3: P, N, Low-Turbidity a < 0,4 m"1

B = CB 0.2 Xpn 1"25 FIs < 25 1/year

Model &: P, Linear a < 0.9 1ira
U - CO 0.28 P Ninorg/Portho > 7

(N-150)/P > 12

Fe < 2, 1/year

Model 5: Jones and Bachman (19761 a < 0.4 rn1

B = CD 0.081 p 1 ,4 6  
Ninorg/Portho > 7
(N-150I/P > 12
Fa < 25 1/year

Secohl Depth Apolic-bility

Model 0: Do Not Compute

Molel 1: Seoohi vs. Chl a wid Turbidity [default] General
S = CSI(a + 0.025 B)

Modal 2: •'ochi vs. Composite Nutrient General
S = CS 1 6.2 Xpn"0.7

9

Model 3: Secchl vs. Totul P Ninorg/Portho > 7
S = CS 17.8 p- 0 .71

Dispersion Models - Estimation of Exchanaa Flows Between Adiacent Segments

Model 0: Do Nut Compute
E-0,i Model 1: Fischer at al. (1979) Dispersion Equation, Walker 019851 IdefaultT

=•:;•;Width W AsIL
, ••Cross-Sectlun Ac= W Z

.=•Velocity U ,=Q/Ac
Dispersion D -, CD 100 W2 Z-0.04 Maximum (U,I) I

Numeric Dispersion Dn = U L/2
Exchange E = MAX(D-Dn, 0) Ac/L

Model 2: Fixed Dispersion Rate
v. Same as Model 1, except with fixed dispersion vats of 1,OC0 km 2/year

D = 1,000 CD

,-0She 3 o 4)
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Table 4.2 (Concluded)

0 �Dispersion Models (Continued)

Model 3: Input Exchange Rates Directly
E = CD

Model 4: Fischer Equation, Not Adjusted for Numeric Dispersion
E - D Ac/L (D as defined in Model 1)

Model 5: Constant Dispersion Coefficient, Not Adjusted for Numeric Dispersion
E = 1,000 CD Ac/L

Note: For all options, E = 0. always for segments discharging out of network
(outflow segment number = 0).

Phosphorus Calibration Method

Option 0: Multiply Estimated Sedimentation Rates by Calibration Factors Idefault]

Option 1: Multiply Estimated Concentrations by CalibratIon Factors

Nitrouen Calibration Method

Option 0: Multiply Estimated Sodimnntation Rates by Calibration Factors [default]

Option 1: Multiply Estimated Concentrations by Segment Calibration Factors

Note: Segment calibration factors (defined via Case. Sdit Segment) are always
applied to sedimentation rates. The above optio, e apply only to global
calibration factors (defined via Case Edit Mcoefs).

Use of Availability Factors

Option 0: Do Not Apply Availability Factors

Calculate nutviont buluncas based upon Total P and Total N only.

Option 1: Apply Availability Factors to P & N Model 1 Only I default I

When P Model 1 or N Modal 1 is soluctod, calculate nutrient balances
based upon Available nutrient loads:

Inflow Available P = 0.22 Pi + 1.93 Pio
Inflow Available N = 0.59 Ni + 0.79 Nmn

When other P o, N models are slulcted, calculate nutrint balances based
upon Total P and Total N.

Option 3: Apply Availability Factors to all P & N models except Model 2.

Calculation of Nutrient Mgss-Brilamce Table.9

Option 0: Use Prod'utd Sugrniort Corncentrations to Calculate Outflow and Storage
Terms idofaultl

Option 1 : Use Observed Sogmniut Concentrations to Calculate Outflow and Storage
Terms

(Sheet 4 of 4)
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Table 4.3
Supplementary Response Models

Organic Nitrogen

Norg = 157 + 22.8 B + 75.3 a

Total P - Ortho P

P- Portho = Maximum 1-4.1 + 1.78 B + 23.7 a. 1

HvPollmnatic Oxygen Depletion Rate (Near-Dam)

HODv - 240 Um"5 / Zh (for Zh > 2 m)

Metalimnetia Oxygen Depletion Rate (Near-Dam)

MODv = 0.4 HODv Zh 0.38

Principal Components

With Chl a, Seochi, Nutrient, & Organic Nitrogen Date:

PC-I - 0.554 log(U) + 0.359 log(Norg) + 0.583 log(Xpn) - 0.474 log(S)

PC-2 - 0.689 log(B) + 0.162 log(Norg) - 0.205 log(Xpn) + 0.676 log (S)

With Chi. a and Sacohi Data Only:

PC-I = 1.47 + 0.949 logIB) - 0.932 log(S)

PC-2 = 0.13 + 0.673 log(B) + 0.779 log(S)

Trophic State Indices (Carlson 1977)

TSIp = 4.15 + 14.42 InIP)

TSIc - 30.6 + 9.84 in(B)

TSIs - 60.0 - 14.41 In(S)

Algal Nuisance Level Frequencies (Walker 1984)

Percent of time during growing season that Chi a axceeds bloom criteria of 10,
20, 30, 40, or 50 ppb.

Calculated from Mean Chi a assuming log-normal trequency distribution with
temporal coefficient of variation = 0.62

Ir
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Table 4.4
Error Statistics for Mudel Network Applied to Spatially Averaged

W CE Reservoir Data

Error CV

Varlable Total* Model- 1 R
2

t Comment

Total phosphorus 0.27 0.45tt 0.91 Models 1, 2

Total nitrogeai 0.22 0.55t t 0.88 Models 1, 2

Chlorophyll a 0.35 0.26 0.79 Models 1, 2

0.47 0.37 - Models 3-6

Seochi depth 0.28 0.10 0.89 Model 1

0.29 0.19 Model 2

Organic nitrogen 0.25 0.12 0.75

Total p - Ortho p 0.37 0.15 0.87

Hypolimnetio oxygen 0.20 0.15 0.90 t

depletion

Metalimnetic oxygen 0.33 0.22 0.76 t

depletion

Note: Error statistics for CE maodl development data set (n = 40).

* Total - total error (model + data components).

"* Model Estimated Model Error Component.

" R
2 

, percent of observed variance explained.
ft Model error CV applied to nutrient sedimentation rates

(versus concentrations).
I Volumetric oxygen depletion In = 16).

Segments can be modeled independently or linked in a network. Each seg-
ment is defined in terms of its morphometry (area, mean depth, length, mixed
layer depth, hypolimnetic depth) and observed water quality (optional).
Morphomnetric features refer to average conditions during the period being
simulated. Segment linkage is defined by assigning each segment an ID
number (from 1 to 39) and specifying the ID number of the segment that is
immediately downstream of each segment. Multiple external sources and/or
withdrawals can be specified for each segment. With certain limitations, com-
binations of the above schemes are also possible. Characteristics and applica-
tions of each segmentation scheme are discussed below.

Chapter 4 BATHTUB 4-13
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Table 4.5
Diagnostic Variables and Their Interpretation

Variable J Units [ Explanation

TOTAL P mg/m 3  
Total phosphorus concentration
CE distrib (MEAN - 48, CV - 0.90, MIN - 9.9, MAX 274)

Measure of nutrient supply under P-limited conditions

TOTAL N mg/m
3  

Total nitrogen concentration

CE distr (MEAN - 1002, CV - 0.64, MIN = 243, MAX - 4306)
Measure of nutrient supply under N-liinted conditions

C. NUTRIENT mg/m
3  

Composite nutrient concentration
CE distr (MEAN - 36, CV - 0.80, MIN = 6.6, MAX - 142)
Measure of nutrient supply independent of N versus P limitation; equals total P at high

N/P ratios

CHL A mg/mr3  
Mean chlorophyll a concentration
CE distrib (MEAN - 9.4, CV = 0.77, MIN = 2, MAX - 64)
Measure of algal standing crop based upon photosynthetic pigment

SECCHI m Secchi depth
CE distrib (MEAN - 1.1, CV=0.76, MIN - 0.19, MAX - 4.6)
Measure of water transparency as influenced by algae and nonalgal turbidity

ORGANIC N mg/mr
3  

Organic nitrogen concentration
CE dist (MEAN m 474, CV - 0.51. MIN - 188, MAX - 1510)

Portion of nitrogen pool in organic forms; generally correlated with chlorophyll a
concentration

P-ORTHOP mg/mr3  
Total phosphorus - Ortho phosphorus
CE dlutrib (MEAN - 30, CV - 0.96, MIN - 4, MAX - 148)
Phosphorus in organic or particulate forms correlated with chlorophyll a and nonalgal

turbidity

HODv mgim3-day Hypolimnatic oxygen depltion rate
CE dlstrib (MEAN - 77, CV - 0.75, MIN - 36, MAX - 443)

Rate of oxygen depletion below thermocline; related to organic supply from settling of
algae, external organic sediment loads, end hypolimnetic depth

For HOD-V > 100; hypolimneatc oxygen supply depleted within 120 days after onset
of stratification

MODv mg/m
3
-day Metalimnotic oxygen depletion rate

CE distrib (MEAN - 68, CV - 0.71, MIN = 25, MAX - 286)
Rate of oxygen depletion within thermocline; generally more important than HODv In

deeper reservoirs (mean hypolimnrtic depth > 20 m)

ANTILOG -- First principal component of reserv, response variables
PC-I (Chlorophyll a, Succhi, Organic N, Composite Nutrient)

CE di-trib (MEAN = 245, CV = 1.3, MIN= 18, MAX 2460)

Measure of nutrient supply;
Low: PC-1 < 50

low nutrient supply
low eutrophication potential

High: PC-1 > 500

high nutrient supply
high eutrophication potential

(Sheet . a13)i

, Nrvu: CE distribution bused upon 41 reservoirs used in development and testing of the model network (MEAN, CV -

gsometric mean and coefficient of vuriutiun), Low and hiigh values are typical benchmarks foi interpretation.
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(Table 4.5 (Continued)______ __________

Variable Units [Explanation
ANTILOG PC-2 -- Second principal component of reserv. response variables

CE distrib (MEAN = 6.4, CV -0.53, MIN - '1.6, MAX = 13.4)
Nutrient association with organic vs. inorganic forms; related to light-limited area)

prodiuctivity
Low: PC-2 < 4

turbidity-domninated, light-limilted, low nutrient response
High: PC-2 > 10

algae-domlinated, light unimportant, high nutrient response

(N- I 9)/P -*(Total N - 150)/Total P ratio
CE distrib. (MEAN = 17, CV =0.68, MIN =4.7, MAX =73)

Indicator of limiting nutrient
Low: (N-150)/P < 10-12 nitrogen-limited
High: (N-150l/P > 12-15 phosphorus-limitod

INORGANIC N/P *-Inorganic nitrogen/ortho-phosphorus ratio
Ratio CE distrib. (MEAN -30, CV . 0.99, MIN = 1.6, MAX =127)

Indicator of limiting nutrient
Low; NIP < 7-10 nitrogen-limited
High: N/P > 7-10 phosphurus-limitod

TURBIDITY rn1  Nonalgal turbidity (1/SECCHI - 0.025 x CHL-A)
CE distrib. (MEAN = 0.61, CV-0.88, MIN = 0.13,MAX =5.2)

Inverso Sucohi corrected for light extinction by ChI a
Reflecta color and/or inorganic suspended solids
Influencesz algal response to nutrients:
Low: Turbidity < 0.4

allochthonous particulutes unimportant
high algal response to nutrients

High: Turbidity > 1
allochthonous particulates possibly important
low algal ruspuiiss to nutrients

ZMM ~ * Mixed-layer depth x turbidity
TURBIDITY CE distrib. (MEAN -3.2, CV - 0.78, MIN - 1.0, MAX =171

Effect of turbidity on light intensity in mixed layer
Lo w: < 3

light availability high; turbidity unimnportant
high algal rusponse to nutrients

Higlh: > 6
light availability low; turbidity important
low algal rasponso to nutrients

ZMIX/ SECCHI -. Mixed-luyer daptli/Souchi depth (dimensionlesel
CE distrib (MEAN = 4.8, CV = 0.58, MIN =1.5, MAX =19)

Inversely proportional to inoun light intunsity in mixed layer for a given surface light
i nte laity:

Low: < 3
light availability high
high algal rc~opniso to nutrient'l expructed

High: > 6
light availability low
low algal rasporuo to nutrients expected

(Shaet 2 of 3)]
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Table 4.5 (Concluded) Exp.n.t.. I
Variable Units [ lt

CHL A SECCHI -- Chlorophyll a x transparency (mgIm2)
CE distrib (MEAN - 10, CV = 0.71, MIN - 1.8, MAX = 31)
Partitioning of light extinction between algae turbidity
Measure of light-limited productivity
Correlated with PC-2 (second principal component)
Low: < 6

turbidity-dominated, light-limited
low nutrient response expected

High: > 16
algae-dominated, nutrient-limited
high nutrient response expected

CHL A Mean Chlorophyll a / Mean Total P
TOTAL P CE distrib (MEAN - 0.20, CV-0.64, MIN= -0.04, MAX 0.60)

Measure of algal use of phosphorus supply
Related to nitrogen-limited and light-limitation factors
Low: < 0.13

low phosphoruu response
algae limited by N, light, or flushing rate

High: > 0.40
high phosphorus response (northern lakes)
N, light, and flushing unimportant
P limited (typical of northern lakes)

TSI-P Trophio State Indices (Carlson 1977)
TSI-B Developed from Northern Lake Data Sets
TSI-S Calculated from P, Chl a, and Seochi Depths

TSI < 40 "Ollgotrophic"
41 < TSI < 50 'Masotrophic"
51 < TSI < 70 "Eutrophic"

TSI > 70 "Hypuroutrophic"

FREQ > 10% Algal Nuisance Frequuiiuios or Bloom Frequencies
F:REQ > 20% Estimated from Meun Chlorophyll a
FREQ > 30% Porctt of Time During Growing Season that Chl a Exceeds
FREQ > 40% 10, 20, 30, 40, 50, or 60 ppb
FREQ > 50% Related to Risk or Frequancy of Use hlmpairrmunt

FREG > 60% "Blooms" gisnorally defined at Chli a > 30-40 ppb

(Shoot 3 of 3)

Scheme I (Figure 4.3) is the simplest configuration. It is applicable to
reservoirs in which spatial variations in nutrient concentratioiis and related
trophic state indicators are relatively unimpoitant. it can also be applied to
predict area-weighted meat conditions in reservoirs with significant spatial
variations. This is the simplest type of appllication, primarily because trans-
port characteristics within the reservoir (particularly, longitudinal dispersion)
are nut considered. The development Itf submodels for nutrient sedimentation
and eutrophication response has been based primarily upon application of this
segmentation scheme to spatially averaged data from 41 CE reservoirs
(Walker 1985).
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SCHEME 1. SCHEME 2.

SINGLE RESERViOIR. SEGMENTED
SINGLE RESERVOIR. SPATIALLY AVERAGED

SCHEME 3. SCHEME 4.

PARTIAL RESERVOIR OR EMBAYMENT. SEGMENTED SINGLE RESERVOIR, SPATIALLY AVERAGED,

MULTIPLE LOADING REGIMES

"U-0

SCHEME 5. SCHEME 0.

COLLECTION OF RESERVOIRS. SPATIALLY AVERAGED NETWORK OF RESERVOIRS. SPA IALLY AVLIRAGIAD

Figure 4.3. BATHTUB segmentation schemes

Scheme 2 involves dividing the reservoir into a network of segments forpredicting spatial variations in water quality. Segments represent different
areas of the reservoir (e.g., upper pool, midpool, near dam). Longitudinal
nutrient profiles are predicted based upon simulations of advective transport,
diffusive transport, and nutrient sedimentation. Reversed arrows in Fig-
ure 4.3 reflect simulation of longitudinal dispersion. Branches in the segmen-
tation scheme reflect major tributary arms or embayments. Multiple and
higher order branches are also permitted. Segment boundaries can be defined
based upon consideration of the following:

a. Reservoir morphometiy.

b. Locations of major inflows and nutrient sources.

c. Observed spatial variations in water quality.

d. Locations of critical reservoir use areas.

e. Numeric dispersion potential (calculated by the program).

Chapter 4 BATHTUB 4-1 7
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If pool monitoring data are available, spatial displays generated by PRO-
FILE can be useful for identifying appropriate model segmentation. A degree
of subjective judgment is normally involved in specifying segment boundaries,
and sensitivity to alternative segmentation schemes should be investigated.
Sensitivity to assumed segmentation should be low if longitudinal transport
characteristics are adequately i epresented. Experience with the program
indicates that segment lengths on the order of 5 to 20 km are generally appro-
priate. Segmentation should be done conservatively (i.e., use the minimum
number required for each application).

Scheme 3 illustrates the use of BATHTUB for modeling partial reservoirs
or embayments. This is similar to Scheme 2, except the entire reservoir is not
being simulated and the downstream water quality boundary condition is
fixed. Diffusive exchange with the downstream water body is represented by
the bidirectional arrows attached to the last (most downstream) segment. An
independent estimate of diffusive exchange with the downstream water body is
required for this type of application.

Scheme 4 involves modeling multiple loading scenarios tbr a single reser-
voir in a spatially averaged mode. Each "segment" represents the same reser-
voir, but under a different "condition," as defined by external nutrient
loading, reservoir morphometry, or other input variables. This scheme is use-
ful primarily in a predictive mode fbr evaluation and rapid comparison of
"alternative management plans or loading scenarios. For example, Segment 1
might reflect existing conditions; Segment 2 might reflect pro~jected future
loadings as a result of land development; and Segment 3 might reflect
projected future loadings with specific control options. By defining segments
to reflect a wide range of loading conditions, loadings consistent with specific
water quality objectives (expressed in ternis of mean phosphorus concentra-
tion, chlorophyll a, and/or transparency) can be identified. One limitation of
Scheme 4 is that certain input variables, namely precipitation, evaporation,
and change in storage, are assumed to be constant for each segment. If year-
to-year variations in these factors are significant, a separate input tile should
be constructed for each year.

Scheme 5 involves modeling a collection of reservoirs in a spatially aver-
aged mode, Each segment represents a different reservoir. This is useful for
regional assessments of reservoir conditions (i.e., rankings) and evaluations of
modell perforniance. Using this scheme, a single tile can be set up to include
input conditions (water and natrient loadings, morphometry, etc.) and
observed water quality conditions for each reservoir in a given region (e.g.,
state, ecoregion). As for Scheme 4, a separate input file must be constructed
for each reservoir if there are signilicant differences in precipitation, evapora-
tion, or change in storage across reservoirs.

Scheme 6 represents a network of reservoirs in which flow and nutrients
can be routed from one impoundment to another. Each reservoir is modeled
in a spatially averaged mode. For example, this scheme could be used to rep-
resent a network of tributary and main stem impoundments. This type of
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application is feasible in theory but has been less extensively tested than those
described above. One limitation is that nutrient losses in streams linking the
reservoirs are not directly represented. Such losses may be important in some
systems, depending upon such factors as stream segment length and time of
travel. In practice, losses in transport could be approximately handled by
defining "stream segments," provided that field daia are available for calibra-
tion of sedimentation coefficients (particularly in the case of nitrogen).
Networking of reservoirs is most reliable for mass balances formulated on a
seasonal basis and fbr reservoirs that are unstratified or have surface outlets.

As illustrated in Figure 4.3, a high degree of flexibility is available for
specifying model segments. Combinations of schemes are also possible within
one input file. While each segment is modeled as vertically mixed, BATH-
TUB is applicable to stratified systems because the formulations have been
empirically calibrated to data from a wide variety of reservoir types, including
well-mixed and vertically stratified systems. Effects of vertical variations are
incorporated in the mtodel parameter estimates and error terms.

Segment groups

As indicated in Table 4.2, nutrient sedimentation coefficients may depend
upon morphonmetric and hydrologic characteristics. To provide consistency
with the data sets used in mnodel calibration, segments must be aggregated for
the purpose of computing effective sedimentatior. rate coe.fficients (Al aid B1
in Table 4.2). A "Segmnent Group Number" is defined for this purpcse.
Rate-coefficient computations are based upon the following variables summa-
rized by segment group:

a. Surface overtlow rate.

b. Flushing rate (or residence time).

c. Total external nutrient load.

d. Tributary total nutricnt load.

e. Tributary ortho or inorganic nutrient load.

Flushing rate is also used in chlorophyll a Models I and 2. Area-weighted
mean chlorophyll a values are computed ftr each segment group and used in
the computation of hypolimlnetic oxygen depl1etion rates (see Table 4.3).

Group nuumbers are integers ranging fromi I up to the total number of seg-
ments defined for the cuvrenlt case. Generally. if a case involves simulation of
a single reservoir with multiple segments. all segmlents should be assigned the
same group number (1). It the segments represcent reservoir regions (tributary
arms) with distinctly diftferent niorphlometric, hydrologic, and water quality
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characteristics, different group numbers can be assigned to each region. If the
case involves simulation of multiple reservoirs (Schemes 5 or 6 in Fig-
ure 4.3), different group numbers are assigned to each reservoir.

Tributaries

Multiple of external inflows ('Tributaries') can be specified for any model
segment. Tributaries are identified by name and a sequence number between
1 and 99. Each tributary is assigned to a specific segment number and classi-
fied using the following 'Type Codes':

1 Monitored Inflow
2 Nonpoint Inflow
3 Point-Source Inflow
4 Outflow or Withdrawal
5 Internal Load
6 Diffusive Source

Type 1 describes tributaries with monitored inflows and concentrations.
Type 2 describes tributaries or watershed areas that are not monitored; inflow
volumes and concentrations are estimated from user-defined land-use catego-
ries and export coefficients. In order to invoke this tributary type, the user
must supply independent estimates of export coefficients (runoff (rn/year) and
typical runoff concentrations for each land use) developed from regional data.
Type 3 describes point sources (e.g., wastewater treatment plant effluents) that
discharge directly to the reservoir. Type 4 describes measured outflows or
withdrawals; these are optional, since the model predicts outflow from the last
segment based upon water-balance calculations. Specification of outflow
streams is useful for checking water-balance calculations (by comparing
observed and predicted outflow volumes). Type 5 can be used to define inter-
nal nutrient loading rates (recycling from bottoIm sediments); this option would
be invoked in rare circumstances where indcpenident estimates of sediment
nutrient fluxes are available. Type 0 defines diffusive exchange with down-
stream water bodies in simulating emnbayments (e.g., Scheme 3 in Figure 4.3).

I ransport channels

In normnal segmentation schemes, outflow from each segment discharges to
the next downstream segment" or out of the system. An option for specifying
additional advective and/or diffusive transport between any pair of segments is
also provided. A maximum of 10 "rransport Channels' can be defined for
this purpose. Independ,.-nt measurements or estimates of advective and/or dif-
fusive flow are required to invoke this Option. Definition of transport
channels is not required for simulatinig typical one-dimensional branched net-
works in which each segment discharges only to one downstreanm segment.
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Mass balancns

S 'The mass-balance concept is fundamental to reservoir eutrophication mod-
eling. BATHTUB formulates water and nutrient balances by establishing a
control volume around each segment and evaluating Lhe following terms:

Inflows = Outflows + Increase-in-storage + Net Loss
(External) (Discharge)
(Advective) (Advective)
(Diffusive) (Diffusive)
(Atmospheric) (Evaporation)

The external, atmospheric, discharge, evaporation, and increase-in-storage
terms are calculated directly from information provided by the user in the
input file. The remaining are discussed below.

Advective terms reflect net discharge from one segment into another and
are derived from water-balance calculations. Diffusive transport terms are
applicable only to problems involving simulation of spatial variations within
reservoirs. They reflect eddy diffusion (as driven by random currents and
wind mixing) and are represented by bulk exchange flows between adjacent
segment pairs. Chapra and Reckhow (1983) present examples of lake/
embayment models that consider diffusive transport.

As outlined in Table 4.2, five methods are available for estimating diffu-
sive transport rates. Each leads to the calculation of bulk exchange flows
which occur in both directions at each segment interface. Dispersion coeffi-
cients, calculated from the Fischer et al. (1979) equation (Model 1) or from a
fixed longitudinal dispersion coefficient (Model 2), are adjusted to account for
effects of numeric dispersion ("artificial" dispersion or mixing that is a
consequence of model segmentation). Model 3 can be used for direct input of
bulk exchange flows.

Despite its original development based upon data from river systems, the
applicability of the Fischer et al. equation for estimating longitudinal disper-
sion rates in reservoirs has been demonstrated previously (Walker 1985). For
a given segment width, mean depth, and outflow, numeric di,;perion is pro-
portional to segment length. By selecting segment lengths to keelp numeric
dispersion rates less than the estimated values, the effects of numeric disper-
sion on the calculations can be approximately controlled. Based upon
Fischer's dispersion equation, the numeric dispersion rate, will be less than the
calculated dispersion rate if the following condition holds:

L < 200W2Z-°0 84

where

L = segment length, km
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W = mean top width = surface area/length, km

Z = mean depth, m

The above equation can be applied to reservoir-average conditions in order to
estimate an upper bound for the appropriate segment length. In most cases,
simulated nutrient profiles are relatively insensitive to longitudinal dispersion
rates. Fine-tuning of exchange flows Lan be achieved via the use of segment-
specific calibration factors.

While, in theory, the increase-in-storage term should reflect both chawnes
in pool volume and concentration, only the volume change is considered in
mass-balance calculations, and concentrations are assumed to be at steady
state. The increase-in-storage term is used primarily in verifying the overall
water balance. Predictions are more reliable under steady pool levels or when
changes in pool volume are small in relation to total inflow and outflow.

Nutrient sedimentation models

For a water balance or conservative substance balance, the net sedimenta-
tion term is zero. Nutrient retention subnltodels are used to estimate net
sedimentation of phosphorus or nitrogen in each segment according to the
equations specified in Table 4.2. Based upon research results, a second-order
decay model is the most generally applicable formulation for representing
phosphorus and nitrogen sedimentation in reservoirs:

W, = K2C2

where,

W1 = nutrient sedimentation rate, mg/ln 3-year
K2 = effective second-order decay rate, in3/mg-yeai

C = pool nutrient concentration, mg/r 3

Other options are provided for users inwttrested in testing alternative models
(see Table 4.2). The default model error coeiiicients supplied with the pro-
gram, however, have been estimated from the model development data set
using the second-order sedimentation formulations. Accordingly, error analy-
sis results (predicted coefficiets of variation) will be invalid for other formu-
lations (i.e., model codes 3 through 7 for phosphorus or nitrogen), unless the
user supplies independent estimates of model erior terms.

Effective second-order sedimentation coefficients are on the order of
0. 1 m3/mg-year for total phosphorus and 0.0032 m3/nig-year for total nitro-
gen, as specified under "Model 3" in Table 4.2. With these coefficients.
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nutrient sedimentation models explain 83 and 84 percent of the between-
reservoir variance in average phosphorus and nitrogen concentrations, respec-
tively. Residuals from these models are systematically related to inflow nutri-
ent r K:tioning (dissolved versus particulate or inorganic versus organic) and
to su, ace overflow rate over the data set range of 4 to 1,000 m/year. Effec-
tive rate coefficients tend to be lower in systems with high ortho-P/total P
(and high inorganic N/toial N) loading ratios or with low overflow rates (4 to
10 m/year). Refinements to the second-order formulations (Models 1 and 2)
are designed to account for these dependencies (Walker 1985).

As indicated in Table 4.2, Sedimentation Models i and 2 use different
schemes to acco'ant for effects of inflow nutrient partitioning. In the case of
phosphorus, Model 1 performs mass balance calculations on "available P," a
weighted suni of ortho-P and nonortho-P which places a heavier emphasis on
the ortho-P (more biologically available) component. Model 2 uses total phos-
phorus concentrations but represents the effective sedimentation rate as
inwersely related to the tributary czrtho-P/total P ratio, so that predicted sedi-
mecntation rates are higher in systems dominated by nonortho (particulate or
organic) P loadiogs and lower in systems dominated by ortho-P or dissolved P
loadings. The nit-ogen models are structured similarly, although nitrogen
balances are much less sensitive to inflow nutrient partitioning than are phos-
phorus balances, pr(ubaoly because inflow nitrogen tends to be less strongly
associated with suspended sediments.

Model 1 accounts tor inflow nutrient partitioning by adjusting the inflow
concentrations, and Model 2 accounts for inflow nutrient partitioning by
adjusting the el.'ective sedimentation rate ofefficient. While Model 2 seems
physically rc :onable, Model I has advantages in reservoirs with complex
loading patterns because a fixed sedimentation coefficient can be used and
effects of inflow partitioning are incorporated prior to the mass balance calcu-
lations. Because existing data sets do not permit general discrimination
between these two approaches, each method should be tested for applicability
to a particular zase. InI Most situations•, predictdons will be relatively insensi-
tive to the iJrticular sedimentation nlo,lel employed, especially if the ortho-
P/total P loading ratio is in a modertate range (roughly 0.25 to 0.60). Addi-
tional model application experiences suggest that Method 2 may have an edge
over Model I in systems with relatively long hydrauli,; residence times
(roughly, exceeding 1 year), although further testing is needed. Because the
coefficients are concentration- or load-dependent and because the models do
not predict nutrient partitioning in reservoir outflows, Sedimentation Models 2
and 4 cannot be applied to s.i3)ulations of re:, rvoir networks (Scheme 6 in
Figua e 4.3)c

Based upon error analysis calculations, the models discussed above provide
estimates of sec;,nd-order sedimentation coefficients which are generally accu-
rate to within a factor of 2 for phosphorus and a factor of 3 for nitrogen
In many applications, especially reservoirs with low hydraulic residence times,
this levcl of accuracy is adequate because the nutrient balances are dominated
by other terms (especially. inflow and outflow). In applications to existing
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J.

reservoirs, sedimentation coefficients estimated from the above models can be
adjusted within certain ranges (roughly a factor of 2 for P, factor of 3 for N)
to improve agreement between observed and predicted nutrient concentrations.
Such "tuning" of sedimentation coefficients should be approached cautiously
because differences between observed and predicted nutrient levels may be
attributed to factors other than errors in the estimated sedimentation rates, par-
ticularly if external loadings and pool concentrations are not at steady state.

Figure 4.4 shows the relationship between hydraulic residence time and
mean depth in the reservoirs used in model development. Predictions of nutri-
ent sedimentation rates are less reliable in reservoirs lying outside the data set
range. This applies primarily to reservoirs with residence times exceeding
2 years, mean depths greater than 30 m, or overflow rates less than 4 m/year.
Tests based upon independent data sets indicate that the sedimentation models
are unbiased under these conditions but have higher error variances. In such
situations, the modeling exercise should include a sensitivity analysis to model
selection and, if possible, calibration of sedimentation coefficients to match
observed concentration data. Deviations at the other extremes (reservoirs with
lower residence times or higher overflow rates than those represented in the
model development data set) are of less concern because the sedimentation
term is generally an insignificant portion of the total nutrient budget in such
systems (i.e., predicted pool concentrations are highly insensitive to estimated
sedimentation rate).

Because the sedimentation models have been empirically calibrated, effects
of "internal loading" or phosphorus recycling from bottom sedimeints are
inherently reflected in the model parameter values and error statistics. Gener-
ally, internal recycling potential is cnlhanced in reservoirs with the following
characteristics:

a. High concentrations of orthto-phosphorus (or high ortho-P/totall) ratios)
in nonpoint-source tributary drainage (indicative of' natural sediments
that are phOS'Illorls-rich and have high equilibrium phosIphorus
concentrations).

b. Low summer surface overflow rates, typically < 10 m/year (indicative
of low dilution potential for internal loadings generated on a mass per
unit area basis and low external sediment loadings).

c. Intermittent periods of stratification and anoxic conditions at the sedi-
ment/water interface (contribute to periodic releases of soluble phos-
phorrus from bottom sediments and transport into the mixed layer).

d. Low irton/phosphorus ratios (typically < 3 on a mass basis) in sediment
interstitial waters or anaerobic bottom waters (permits migration of
phosphorus into aerobic zones without iron phosphate precipitation).

The above conditions are often found inl relatively shallow prairie reservoirs;
Lake Ashtabula (U.S. Army Enginecer District, St. Paul) is an example
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included in the CE reservoir data set. In such situations, empirical sedinmenta-
tion models will underpredict reservoir phosphorus concentrations. Depend-
ing upon the efficiency of the internal recycling process, steady-state
phosphorus responses can be approximately simulated by reducing the effec-
tive sedimentation coefficient (e.g., roughly to 0. in the case of Ashtabula).
An option for direct specification of internal loading rates is also provided for
use in situations where indep•endent measurements or estimates are available.

Nutrient residence time and turnover ratio

The "averaging period" is defined as the period of time over which water
and mass balance calculations are performed. The selection of an appropriate
averaging period is an important step in applying this type of model to reser-
voirs. Two variables must be considered in this process:

Nutrient mass in reservoir, kgMass, residlence time, year.... .
External nutrient loading, kg/year

Trnmover ratio - Length of averaging _•riod, ~ar
LMss residence time, year
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The estimates of reservoir nutrient mass and external loading correspond to
the averaging period. The turnover ratio approximates the number of times 0
that the nutrient mass in the reservoir is displaced during the averaging
period. Ideally, the turnover ratio should exceed 2.0. If the ratio is too low,
then pool and outflow water quality measurements would increasingly reflect
loading conditions experienced prior to the start of the averaging period,
which would be especially problematical if there were substantial year-to-year
variations in loadings.

At extremely high turnover ratios and low nutrient residence times
(<2 weeks), the variability of loading conditions within the averaging period
(as attributed to storm events, etc.) would be increasingly reflected in the pool
and outflow water quality measurements. In such cases, pool measurement
variability may be relatively high, and the biological response (e.g., chloro-
phyll a production) may not be in equilibrium with ambient nutrient levels,
particularly immediately following storm events.

Figure 4.5 shows that the hydraulic residence time is an important factor in
determining phosphorus and nitrogen residence times, based upon annual mass
balances from 40 CE reservoirs used in model development. For a conserva-
tive substance, the mass and hydraulic residence times would be equal at
steady state. The envelopes in Figure 4.5 show that the spread of nutrient
residence times increases with hydraulic residence time; this reflects the
increasing importance of sedimentation as a component of the overall nutrient
balance. At low hydraulic residence times, there is relatively little opportunity
for nutrient sedimentation, and pool nutrient concentrations and residence
times can be predicted relatively easily from inflow concentrations. At high
hydraulic residence times, predicted pool nutrient concentrations and residence
times become increasingly dependent upon the empirical formulations used to
represent nutrient sedinientation. This behavior is rellected in the sensitivity
curves discussed in Chapter 1.

Normally, the appropriate averaging period for water and mass balance
calculations would be I year for reservoirs with relatively long nutrient resi-
dence times or seasonal (May-September) for "eservoirs with 'elatively short
nutrient residence times. As shown in Figure 4.5, most of the reservoirs in
the model development data set had phosphorus residence times less than
0.2 year, which corresponds roughly to a nutrient turnover ratio of 2 for a
5-month seasonal averaging period. Thus, assuming that the reservoirs used
in model development are representative, seasonal balances would be appro-
priate for most CE reservoir studies. BATHTUB calculates mass residence
thimes and turnover ratios using observod or predicted pool concentration data.
Results can be used to select an appropriate averaging period for each
application.
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Solution algorithms

The water balances are expressed as a system of simultaneous linear equa-
tions that are solved via matrix inversion to estimate the advective out-flow
from each model segment. The mass balances are expressed as a system of
simultaneous nonlinear equations which are solved iteratively via Newton's
Method (Burden, Faires, and Reynolds 1981). Mass-balance solutions can be
obtained for up to three constituents (total phosphorus, total nitrogen, and a

user-defined conservative substance). Total phosphorus and total nitrogen
concentrations are subsequently input to the model network (Figure 4.2) to
estimate eutrophication responses in each segment. Conservative substances
(e.g., chloride, conductivity) can be modeled to verify water budgets and cali-
brate longitudinal dispersion rates.

Eutrophication response models

Eutrophication response models relate observed or predicted pool nutrient
levels to measures of algal density and related water quality conditions.
Table 4.5 lists diagnostic variables included in BATHTUB output and guide-
lines for their interlpretation. They may be categorized as follows:

a. Basic network variables.

(1) Total P, Total N.

(2) Chlorophyll a, Secchi depth.

(3) Organic Nitrogen, Total P - Ortho-P.

(4) Hypolinmnetic and Metalimnietic Oxygen Depletion Rates.

b. Principal complonents of network variables: first and second principal
components.

c. Indicators of nitrogen versus phosphorus limitation (Total N-150)/Total
P, and Inorganic N/P ratios.

d. Indicators of light limitation.

(1) Nonalgal turbidity, mixed depth x turbidity.

(2) Mixed depth/Secchi depth, and chlorophyll a x Secchi Depth.

e. Chlorophyll a response to phosphorus: chlorophyll a/total P.

' Algal Nuisance F'requencies.

g. Carlson Trophic State Indices.
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Statistical summaries derived from the CE model development data set provide
one frame of reference. Low and high ranges given for specific variables pro-
vide approximate bases for assessing controlling processes and factors, includ-
ing growth limitatioai by light, nitrogen, and phosphorus.

The ranges of conditions under which the empirical models have been
developed should be considered in each application. Figure 4.6 depicts rela-
tionships among three key variables determining eutrophication responses
(total phosphorus, total nitrogen, and nonalgal turbidity) in the CE model
development data set. Figure 4.7 depicts relationships among phosphorus,
chlorophyll a, and transparency. Plotting data from a given application on
each of these figures permits comparative assessment of reservoir conditions
and evaluations of model applicability. If reservoir data fall outside the clus-
ters in Figure 4.5, 4.6, or 4.7, potential model errors arc greater than indi-
cated by the statistics in Table 4.4.

The prediction of mean chlorophyll a from observed or predicted nutrient
concentration; can be based otn one of the five models listed in Table 4.2.
Error analyses indicate that it is generally more difficult to predict chlorophyll
a from nutrient concentrations and other controlling factors than to predict
nutrient concentrations fi'rm exteinal loadings and niorpholnetry. This par-
tially reflects greater inherent variability of chlorophyll a. Chlorophyll a
models can be described according to limiting factors:

Model Limiting Factors
I P, N, light, flushing
2 P, light, flushing
3 P, N
4 P (linear)
5 P (exponential)

Approximate applicability constraints are given in Table 4,2. "Northern lake"
eutrophication models are based upon phosphorus/chlorophyll regressions
(similar to Models 4 and 5). Research objectives (Walker 1985) have been to
detiae the apprioximate ranges of conditions under which simple phosphorus/
chlorophyll relationships are appropriate and to develop more elaborate niod-
els (Models 1-3) which explicitly account for additional controlling factors
(nitrogen, light, i'ushing rate).

While model refinements have been successful in reducing error variance
associated with simp pe p)slhioirus/clll)rol)lylI relationships by approximately
58 percent, a "penalty" is paid in terms of increased data requiremelll; (e.g.,
nonalgal turbidity, mixed-layer depths, nitrogen, and flushing rate). 1-or
existing reservoirs, these additional data requirements can be satisfied from
pool monitoring N1nd nutrient loading information. Othorwise, estimates must
be based upon subjective estimates, independent hydrodynamic models, and/or
regional data from similar reservoirs. Empirical models for developing inde-
pendent estimates of turbidity, mixed-layer depth, and mean hypolimnetic

40
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depth are summarized in Table 4.6. These should be used only in the absence
of site-specific measurements.

Since mechanistic models for predicting nonalgal turbidity levels as a func-
tion of deterministic factors (e~g., suspended-solids loadings and the sedimen-
tation process) have not been developed, it is possible to predict chlorophyll a
responses to changes in nutrient loading in light-limited reservoirs only under
stable turbidity conditions. Projections of chlorophyll a concentrations should
include a sensitivity analysis over a reasonable range of turbidity levels.

Estimates of nonalgal turbidity in each segment (minimum = 0.08 m-1) are
required for chlorophyll a Models 1 and 2, Secchi Model 1 (Table 4.2), and
Nutrient Partitioning Models (Table 4.3). Ideally, turbidity is calculated from
observed Secchi and chlorophyll a data in each segment. If the turbidity input
field is left blank, the program calcul',tes turbidity values automatically from
observed chlorophyll a aid Secchi vahles (if specified). An error message is
printed, and program execution is terminated if all of the following conditions
hold:

a. Turbidity value missing or zero.

b. Observed Chlorophyll a or Secchi missing or zero.

c. Chlorophyll a Models 1, 2 or Socchi Model I used.

In the absence of direct turbidity measurements, the multivariate regression
equation specified in Table 4.6 can be used (outside of the program) to esti-
mate a reservoir-average value. Such estimates can be modified to based upon
regional datahases,

Model calibration and testing have been based primarily upon data sets
describing reservoir-average conditions (Walker 1985). Of the above options,
Model 4 (linear phosphorus/chlorojphyll a relationship) has been most exten-
sively tested for use in predicting spatial variations within reservoirs. The
chlorophyll/phosphorus ratio is systematically related to measures of light lim-
itation, including the chlorophyll a and transparency product, and the product
of mixed-layer depth and turbidity. If nitro~gen is not limiting, then light-
limitation effects may be approximately considered by calibrating the chloro-
phyll/ phosphorus ratio to field data; this is an alternative to using the direct
models (i.e., Models 1 and 2) that require estimates of turbidity and inixed-
layer depth in each segment. The relationships depicted in Figure 4.8 may be
used to obtain approximate estimates of reservoir-average calibration coelti-

"o cients for use in Model 4 based upon observed monitoring data or independent
estimates of turbidity and inixed-layer depth (Table 4.6).

Models I and 3 attempt to accOLn1t for the effects of nitrogen limitation on
chlorophyll a levels. Nitrogen concentrations are predicted from the external
"nitrogen budget and do not account for potential fixation of atmospheric nitro- S

71ý gen by bluegreen algae. Nitrogen fixation may be important in some
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Table 4.6
Equations for Estimating Nonaigal Turbidity, Mixed Depth, and
Hypolimnetic Depths in Absence of Direct Measurements

Noaloiuit turbidity

Basod upon mea~sured chilorophyllt a and Saucchi depth:

u = 1/S - 0.025 B (ninimirumi value 0.08 1/m)n

where

S Souuhi depth, fii

Llutituro phyll a, m~n il3

Muttivsriato turbidity mudol:

lou (a) 0.23 -0.28 Iotj (Z) +0.20 tog (FS) + 0.36 log (P) 0.027
LAT 4* 0.35 du (R2 0.75, SO2 - 0.037)

where

LAI'~ dumr hjtltudo, dou N

du roguonat durnity variuable, (1 fur U.S. Army Engilneer (USAL) Divdisios
North Pacific, South Pacific', Missouri River, and Southwest (uxcepjt USAL
District, Little Ruck) and USAF Distric't, Vicks'burg, and 0 for othur
louuutiuniii)

F. AtliiIaIIr ttUhiuyti rain (yuir*
1t or 0.2, whichever is grouter

Z Iueuii tMal duptli, III

P tutu) ptuiuphtrun uriolwitrotion, 111ij/111i
3

Moun dojitt of riixod Ikivur (uritiro iwr;Iirviir. fur Z < 40 in]

loU (Zmix) -0.06 4 1 .36 IoU (Z) - 0.47 tloU (Z)12

(11, 0.93, 1,L' 0.0026)

Wonr duowh of jhy .jinmilrm (entiir ru~v--~ir)

louj (Zit) - 0.58 1 0.57 loil (ZY) 4 0.50 log (Z)

(m i~:$ SL' - 0.00706)

itnt~ttidm~it5,as inid iCated b)y tile' p reCSuncIe of algal typ~es kniownl to fix nlitro-
gen, low N /1' ratios, anld/or- negativo retenitionl coefficienits for total nlitri genl
(Outflow IN > I nflo w N). III SuIch O Luat ions, nlitrogenl Could be Viewed mlore
as a tropfic resjwiise variabfle (contrlolled h~y biologic reCsponlse) titanl as a
causal factori related directly to external n jiltrgeni loads. Use of Miodels I alid
3 mlay beinaprtpi inl these caSeS, tno0delilig Ot InitrOgCtI bu~dgets WOIId be
uIseful fort descr-iptive purpo.1ses, bnt not uiseful (or necessary) for p~rodictiitg
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If the reservoir is stratified and oxygen depletion calculations are desired,
temperature profile data taken froi' the period of depletion measurements
(typically late spring to early summer) are used to estimate the mean depth of
the hypolimnion. If mean hypolininetic depth is not specified (=0.0), the res-
ervoir is assumed to be unstratified and oxygen depletion calculations are
bypassed. The oxygen depletion models are based upon data from near-dam
stat',ns. Accordingly, mean hypolininetic depths should be specified only for
near-dam segments, based upon the morphotmetry of the entire reservoir (not
the individual segment). In modeling collections or networks of reservoirs
(Schemes 5 and 6 in Figure 4.3), a mean hypolimnetic depth can be specified
separately for each segment (i.e., each reservoir). Table 4.6 gives an empiri-
cal relationship that can be used to estimate mean hypolimnetic depth in the
absence of direct measurements.

Calibration factors

The empirical models implemenited iin 13ATHTUB are generalizations about
reservoir behavior. When applied to data from a particular reservoir, obser-
vations may differ from predictions by a factor of two or more. Such differ-
ences reflect data limitations (measurement or estimation errors in the average
inflow and outflow concentrations), as well as unique teatures of the particular
reservoir. A facility to calibrate the model to match observed reservoir condi-
tions is provided in BATHTUB. This is accomplished by application of 'Cali-
bration Factois', which modify reservoir responses predicted by the empirical
nmodels, nutrient sedimentation rates, chlorophyll a concentrations, Secchi
depths, oxygen depletion rates, and dispersion coefficients. The calibrated
model canl be applied subsequenLtly to predict changes in reservoir conditions
likely to result from specific managemenu t scenarios under the assumption that
the calibration factors remain constant,

For convenience, calibration factors can be applied on two spatial scales:
global (applying to all sugments) and individual (applying to each segment).
The product of the global and individual calibration factors is multiplied by
the reservoir response predicted by the empirical model to produce the "cali-
brated" prediction. All calibration factors have a default value of 1.0. Sepa-
rate sets of calibration factors can be applied to any or all the following
response predictions:

Nutrient Sedimentation Rates (or Concentrations)
Chlorophyll a Concentrations
Secchi Depths
Longitudinal Dispersion Rates
Oxygen Depletion Rates

Recognizing that differences between observed and predicted responses are at
Sr least partially due to measurement errors, calibration factors should be used

very conservatively. Program output includes statistical tests to assist the user
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.M in assessing whether calibration is appropriate. General guidance is presented
in a subsequent section (see Application Steps).

Error analysis

The first-order error analysis procedure implemented by BATHTUB can be
used to estimate the uncertainty in model predictions derived from uncertainty
in model inputs and uncertainity inherent in the empirical models. To express
uncertainty in inputs, key input variables are specified using two quantities:

Mean =Best Estimate

CV = Standard Error of Mean/Mean

The CV reflects the uncertainty in the input value, expressed as a fraction of
the mean or best estimate. CV values can be specified for most input catego-
ries, including atmospheric fluxes (rainfall, evaporation, nutrient loads), tribu-
tary flows and inflow concentrations, dispersion rates, and observed reservoir
quality. FLUX and PROFILE can be used to estimate Mean and CV values
for inflow and reservoir concentrations, respectively. Model uncertainty is
considered by specifying a CV value for each global calibration lactor; default
CV vzlues derived from CE reservoir data sets are supplied (see Table 4.4).
Error-analysis calc-ilations provide only rough indications of output uncer-
tainty. Four errUr analysis Options are provided:

None
Inputs (Consider input uncertainty only)
Model (Consider model uncertainty only)
All (Consider input and model uncertainty)

Specified CV values lire not ustd ill the calculations if error analyses are not
requested.

Program Operation

Introduction
This section summarizes procedures tifr running the BATHTUB program.

When the program is run (from the DOS prompt), a series of' help screens

summarizing model features is first encounttered. These are followed by a
menu that proviuo¢s interactive access to seven types of procedures with the
following tunctions:
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-- -.- A T H T U B - VERSION 5.3
Case Run List Plot Utilities Help Quit

Case Def;i, ;,e - Read, Enter, Edit, or List Input Values
List List ?..laL Output
Run Check .npit values & Run Model
Help View Supplementary Help Screens
Quit End Current Session

A procedure category is selected by moving the cursor (using arrow keys) or
by pressing the first letter of the procedure name. Assistance in navigating
around the menu can be obtained by pressing the < F7> function key. Gen-
erally, Case, Run, List, and Plot procedures would be implemented sequen-
tially in a given session. Program control returns to the top of the menu after
executing a procedure. A lHelp screen describing, the selected procedure can
le viewed by pressing < Fl >.

Case procedures

Case procedures are invoked to define, edit, save, retrieve, or list input
values. Once Case is selected, the nitau expands by one line to show further
chcU;es. The following procedure caiegories are available:

-.-~.-- :- T 11I T U 8 - VERSION 5.3--
Ce Run List PLot UtiLities HLp Quit

ModeLs Read Save New Change List Morpho

Edit Edit Case Data
Models Set Model Options
gead Read Case Data file
Save Save Case Inpu' Data File
New Reset Input Values & Start New Case
Change Delete, Insert, or Copy Segments or Tribjtaries
List List Current Case Input Valuer
Morpho List Segment Horphometry

Entry and eJiting of dta is accomplished by selecting Edit, which
provides access to data-entry screens in the following categories:

B A T d T U B - VERSION 5.3

rase Run List Plot Utilities Help Quit
Edit Models Read Save New List Mlorpho
Dirmensinns Globals Segments Tris Nonpoint Mcoefs Channels All

PADiiaensioqis Edi t Case 'dmensions, File N_,we, Title, User Notes
GlobaLs Edit Global Pararneters, Precip., Evap., Atmos. Loads

Segroenie Edit Segment Data
Triý- Ei t Tributary and Point-Source Data
AWon, .t Edit Nonpoint Landuse Categorics & Export Coefficients

Mcoefs Edit D-fauLt Model Coefficients & Error Tern',.
Channels Edit T,-nsport Channels
AIl Edit ALL Input Data Giups

Each of the above procedures nrovides access to a different data-entry screen.SThese a,ý listed alhong w;(h their associated Help screens below:
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Once the case input values have been entered, the Case/Models procedure
can be used to define model options in the following categories:

BA T H T UB -VERSION 5.3,

Case Run List Plot Uti lities Help Quit
Edit Models Read Save New List Morpho

Model Categories:

Conservative Substance Balance
Phosphorus Sedimentation Model
Nitrogen Sedimentation Model
Chlorophyll a Model
Secchi Model
Dispersion Model
Phosphorus Calibration Method
Nitrogen Calibration Method
Nutrient Availability Factors
Mass-Balance Calculation Method

Subsequent menus are presented that allow the user to set model options in
any of the above categories. Option settings are documented in Table 4.2.
For most options, a setting of zero will bypass the corresponding calculations.
Conzervative substance (e.g., chloride) balances may be useful for verifying
water balances and calibrating diffusive transport coefficients. For the phos-
phorus, nitrogen, and chlorophyll models, settings of 1 or 2 correspond to the
most general formulations identified in model testing. If the conservative sub-
stance, phosphorus, or nitrogen sedimentation model is set to 0, corresponding
mass balance calculations are bypassed, and predicted concentrations are set
equal to observed values in each segmnent. This feature is useful for assessing
pool nutrient/chlorophyll relationships and controiling factors in the absence of
nutrient loading inf'umation.

The Case/Read procedure is used to read existing data sets and has two
choices beneath it:

B A T H "I U B - VERSION 5.3-

Case Run List Plot Utilities Help Quit
Edit Modetq Read Save New List Morpho
Daca .. anstate

Data Read Version 5.3 Data set
Translate Read Data Set Created with Previous Versions of Program

Case input data can be saved (along with selected model options) on disk
(Case/Save) for retrieval in suW)seeLuent sessions (Case/Retrieve). Case files
should be named with an extension of '.BIN' to facilitate future identification
and retrieval. The Case/Save procedure saves the current data set. The
Case/New pr'ocedure resets all dat- and wi.:del coefficients to their default val-
ues and begins a new data set. The Case/List procedure lists all input values

A for the current case. The Case/NoM'p'io option lists a brief summary of seg-
ment morphometric features.
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Run procedures

Once a complete set of input values have been entered and saved on disk,
the model can be run using tile following procedures:

B A T H T U 5 - VERSION 5.3
Case Run List Plot Utilities Help Quit
14odel Sensitivity
NoError Inputs Model ALL

NoError Run Model Without Error Analysis
Inputs Error AnaLysis - Case Input Variables Only

Model Error Analysis - Model Error T-rms & CaLib Factors
ALL Error Analysis - ALL Input Variables and Model Parameters

The first procedure (Run/Model/NoError) is suggested for trial runs of newly
entered cases. The program first checks for valid input data and lists any
errors identified. Error messages describe the error type and often refer to a
particular segment or tributary number. If an error is encountered, execution
stops and control is returned to the main menu. The user would then access
Case procedures to identify and correct the invalid input data. If the number
of error messages encountered fills up more than one screen, a copy of the
error messages is saved in a disk file which can be accessed using the
Utilities/Error procedure.

If no input errors are detected, the program attempts to solve the mass-
balance equations. In rare cases, solutions cannot be reached and an error
message appears. This type of problem ma; occur when the segmentation
scheme is not defined correctly (outflow segment numbers are not correctly
specified) or when the solution of the water-balance equation indicates that
there is no net outflow from the reservoir (evaporation and/or withdrawals
exceed inflows). Steady-state solutions cannot be reached in such situations.

If a solution is reached, control is returned to the main menu. The mes-
sage 'MODEL EXECUTED' appears in the lower right hand corner of the
screen. This indicates that List and Plot procedures can be accessed to i'eview
output. If input values are suhsequently edited or a new data file is read, the
model must be executed again before output can be viewed. As indicated
above, the Run/Model1 procedures can be implemented with four levels of
error analysis. Error analysis procedures require longer execution times
because the model must be solved many times to test sensitivity to each input
variable and/or model error term.

"The Run/Sensitivity procedures test the sensitivity of predicted nutrient
concentrations in each segment to variations in nutrient sedimentation rate
and in longitudinal dispersion rate:

" -B A T H T U - VERSION 5.3
lCase Run L.ist PLot Utilities Help Quit
I Model Sensitivity
Conserv TotaL P Total N
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Conserv Run Sensitivity Analysis for Conservative Substance

Total P Run Sensitivity Analysis for Total Phosphorus
Total N Run Sensitivity Analysis for Total Nitrogen

List procedures

Several tabular formats are provided to summarize and highlight various
aspects of the model output. These are accessed by selecting List from the
main menu:

B A T H T U B - VERSION 5.3

Case Run List Plot Utilities Help Quit
Hlydraul Balances Compar Diagnos Profiles Ftownet Table Short

Hydraut List Morphometry/HydrauLics/Dispersion Table
Balances/ List Water and Mass Balances

Gross Gross Water and Mass Balances - ALL Segments
By Segment Water and Mass Balances by Segment - Detailed
Sutmlary Water and Mass Balances by Segment - Summary

Compar Compare Observed & Predicted Values
Diagnos List Observed & Predicted Diagnostic Variables
Profiles List Sumnary of Predicted Values
Flownet List Flow Network Summlary
Table List Table of Predicted Values for Selected Variables
Short Short Table of All Predicted Values by Segment

Each procedure writes results to a temporary disk file. When output is com-
plete, a utility is executed to permit interactive viewing of the output file.
Cursor keys can be used to move forward or backward though the file.
Results can be copied to a peermanent disk file by pressing the < F8> func-
tion key. A Help screen describing the current output format can be accessed
by pressing the < F1 > function key. Exaniples and explanation of each out-
put format are given in the 'Sample Output' section.

0-_ Plot procedures

Graphs of observed and predicted concentrations can be viewed by access-
ing the Plot procedures:

B A T H T U - VERSION 5.3
Case Run List Plot Utilities Help Quit
Nutrients Alt So•u Define

Nutrients Plot Total Phosphorus & Total Nitrogen Only
Alt Plot ALL Variables'1Some Plot Selected Variable(s)
Define/ Edit Plot Scale Options (Default, Linear, or Logarithmic)

IDefault Use Default Scale Types
2Linear Use Linear Scales for All Variables
3Log Use Logarithmic Scales for All Variables

After specifying one of these procedures, plot formats can be selected from

subsequent menu screens:
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1. Observed and Predicted vs. Model Segment
2. Observed vs. Predicted
3. Observed/Predicted Ratio vs. Model Segment

If error analysis calculations have been performed, Format I shows predicted
concentrations ± 1 standard error. Similarly, observed concentrations are
shown + 1 standard error for observe" "'ariables with specified CV values.

The last model segment displayed in Formats 1 and 3 shows results for the
area-weighted mean across all case segments; for example, if the case contains
4 segments, area-weighted means will be shown above segment number 5.
Samples of each plot format are given in the 'Sample Output' section.

Utility procedures

Program utilities can be accessed from the main menu to provide the fol-
lowing functions:

B A T H T U B VERSION 5.3
Case Run List PLot Uti lities Help Quit
Output Restrict View Error
Screen File

Output/ Set Output Destination - Screen or File
Screen Direct Output to Screen (Default)
File Direct Output to Disk File

Restrict Restrict Output & Plots to Specific Segment(s)
View View any DOS Text File
Error View Error Message File

Output can be redirected fromn the screen to a disk file. If Utilities/Output/
File is selected, all output listings will be routed to a user-specified disk file;
no screen output will occur until Utilities/Output/Screen is selected. This
utility is useful for creating permanent log files of program output for futur•
reference or for inclusion in reports. The Utilities/Restrlct procedure can be
used to restrict program OutplUt (listing and plots) to specific segments. AY
discussed above, the Utilities/Error procedure permits viewing of any error
messages fr'om the last execution of the model. This is useful for debugging

input files.

Help procedure

Supplementary help screens can be viewed from the program menu by
selecting the Help:

[ Bi A T H T U B - VERSION 5.3

Case Run List Plot Utilities ep Qu

Th.is provides access to help screens that are organized in the following gen-
eral categories:

Chapter 4 BATHTUB 4-41



Introductory Screens

Input Topics
Model VariabLes and Options
Output Topics
Program Operation

Context-sensitive help screens can also be accessed during execution of other
procedures by pressing the < Fl > function key.

Quit procedure

8 A T H T U B VERSION 5.3
jCase Run List Plot Utitities Help ui.t

Selecting Quit from the main menu ends the current session, after checking
whether this is the user's intention. The current case file should be saved
before quitting.

Application Steps

This section describes basic steps involved in applying BATHTUB to a
reservoir. Three application scenarios can be defined, based upon reservoir
status and data availability:

Data Availability
,- Water/Nutrient Pool Water

Scenario Reservoir Balan e Data Ouality Data
A Existing Yes Yes
B Existing No Yes

ff. C Existing or Proposed Yes No

Scenario A normally applies to an existing reservoir with nutrient balance data
and pool water quality data. Under Scenario B, nutrient balance (loading)
information is lacking; in this case, the program can he used for diagnostic
purposes (e.g., assessing pool nutrient/chlorophyll relationships and regional
ranking). Scenario C is distinguished by lack of pool water quality data,
which would otherwise be used for preliminary testing and calihration.

For each scenario, application procedures can be summarized in terms of
the following basic steps:

aw De_'cription

I Watershed Data Reduction
2 Reservoir Data Reduction
3 Data Entry and Verification
4 Water Balances
5 Nutrient Turnover
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6 Diffusive Transport
7 Nutrient Balances
8 Chlorophyll a and Secchi
9 Verification
10 Diagnostics
S11 Predictions

These steps are designed to be executed sequentially. Reiteration of previous
steps is common in typical modeling projects. As described below, not all
modeling steps are applicable to each scenario. The procedures are intended
to provide general indications of factors to be considered during the modeling
process. They are not intended as a rigid framework for applying the model.
User judgment must be exercised to account for unique aspects of each appli-
cation. The Theory section of this chapter describes model formulations,
options, and other background information required to support applications.
Before considering each scenario, a few general aspects of developing model
applications are discussed.

It is important to define purpose and scope prior to undertaking the model-
ing effort. This includes specifying management issues to be evaluated and
types of model output required to support the evaluations. In typical applica-
tions, most of the effort and cost is devoted to data collection and data reduc-
tion. In situations where modeling is undertaken after the monitoring data
have been acquired, model results may be severely limited by data. This situ-
ation can be avoided by initiating modeling before designing and undertaking
additional monitoring. Modeling can be conducted in two phases. The first
phase is based upon historical data and helps to define data gaps that can be
filled in subsequent monitoring. The second phase is based upon more com-
plete data. Chapter 1 contains guidance for designing monitoring programs to
support model applications.

In defining study scope, the user must decide which components will be
modeled. In the most general case, a model application involves specification
of tributary loads (flows and concentrations) for a conservative tracer, total
phosphorus, ortho phosphorus, total nitrogen, and inorganic nitrogen. Of
these, only total phosphorus is absolutely necessary. Based upon the CE res-
ervoir data set used in developing the phosphorus sedimentation models, addi-
tional consideration of ortho phosphorus loads reduces the standard error of
predicted reservoir-mean -)hosphorus concentrations by 16 to 32 percent,

depending upon nodel ornrmulation. Considering total phosphorus loads only
will provide unbiased predictions of reservoir response, however, if the ratio
of tributary ortho phosphorus load to tributary total phosphorus load is in the
range of 15 to 50 percent. Considering nitrogen loads provides additional
descriptive information, but may not contribute significantly to predicting the
trophic response of the reservoir, as measured by chlorophyll a because nitro-
gen may not be limiting algal growth or because external nitrogen lovds may
be supplemented by ixation of atmno.,pheric nitrogen (,;ee Eutrophication
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response models). Modeling a conservative tracer, such as chloride or con-
ductivity, provides a means ftr calibrating and testing diffusive transport 0
terms and for testing overall water balances.

BATHTUB provides a facility for calibrating the empirical models to
account for site-specific conditions (see Calibration factors). Calibration
should be attempted only by experienced users working with intensive moni-
toring data sets. A potential need for site-specific calibration is indicated
when significant differences between observed and predicted concentrations
are found during initial model runs. A conservative approach to calibration is
recommended (adjusting the fewest number of coefficients within reasonable
ranges). Differences between observed and predicted concentrations result
from two basic sources: data errors and model errors. Random data errors
always occur in the specification of model input values (tributary loads,
observed reservoir water quality, flows, morphometry, etc.). Omission of
important nutrient sources in formulating the reservoir nutrient balance is
another type of random error. These are essentially artifacts of study design,
data collection, and data reduction. Model errors reflect true differences
between model predictions and reservoir reS)onse. Calibration to account for
model errors may be justified, but calibration to account for data errors is
generally not justified. One possible exception to this rule occurs when data
errors are not random, but are biases attributed to differences in measurement
methods, for example, calibration of the chlorophyll a model may be appro-
priate to account for differences in measurement technique. BATHTUB error
analyses can help to distinguish between model and data errors. Calibration is
generally not necessary when there is considerable overlap between observed
and predicted distributions (IPlot procedures).

Each application should start with construction of a schematic diagram
showing niajor reservoir' regionls, inflow stroanms, point sources, outflow

streams, and monitoring stations. Examples of schematic diagranis are given
in the Documenlted Session and Instructional Cases sections at the end of this
chapter. The diagram can be overlaid on a reservoir map. Initial definitions
Of model segments should be shown, these may be revised based upon
subsequent review and summary of mon0oito0ring data. Segments and tributaries
should be labeled and numbered. The diagram provides a useful frame of
reference fir subISCeluenCt data reduction anld modeling steps.

Scenario A - Existing reservoir with loading and pool water quality
data

Step I involves reduction Of WvatershCd data used in modeling. Formulation
of'a drainage area "ba!ance" is an imi portant first steMC ii summarizinlg water-
shed characteristics. The FLUX progrum (Chapter 2) can be used for estiliat-
ing seasonal and/or annual loadings for gauged tributaries, point sources, and
discharges. An avoraging period for calculating tributary inflows must be
selected. This is typically I year for reservoirs with relatively long hydraulic
reside•ce times and onle growin1g seasonl (April-Septenmber or
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May-September) for reservoirs with relatively short residence times (see
Nutrient residence time and turnover ratio). Sensitivity to choice of averaging
period can be tested by creating separate input files for dii'llzreni avecaging
periods.

Ungauged inflows and stream concentrations can be estimated by drainage-
area proportioning using data from other regional watersheds with similar land
uses. Alternatively, ungauged inflows and concentrations can be estimated by

calibrating and applying the nonpoint source model provided with BATHTUB
(TYPE=2 tributaries). Calibiation requires specification of typical runoff
rates and concentrations as a function of land use (Case/Edit/Non-Point
Procedure).

Step 2 involves reduction of reservoir morphometric and water quality
data. Morphometric information can be estimated from contour maps and/or
sediment accumulation surveys. PROFILE (Chapter 3) can be used to sum-
marize observed water quality conditions by segment and calculate oxygen
depletion rates in stratified reservoirs. Segment boundaries depicted on the
schematic diagram may be rmvised based upon review of pool monitoring data.
Generally, it is appropriate to aggregate adjacent ceservoir areas with similar
water quality into a single segment. Box plots summarizing water quality data
by station can be useful for this purpose (see PROFILE, Chapter 3). Even if
significant spatial variations in water quality are apparent, division of the res-
ervoir into multiple segments is not necessary for modeling. Modeling the
entire reservoir with one segmenit provides predictions of area-weighted mean
concentrationi, which may be adequate to support management decisions. In
such situations, it will be particularly important to apply spatial weighting fac-
tors when averaging observed water quality data. Defining multiple segments
may be required to support management decisions. Simulating spatial varia-
tioas within the reservoir can provide evidence of model applicability and reli-

ability that is not avaliable in single-segment applications.

In Step 3, an input data file is created by running the Case/Edit procedures
(see Data-Entry Screens). The input file should be listed and checked for
data-entry errors and completeness. Default model options should be modified
to reflect the components being modeled (t-onservative substance, phosphorus,
nitrogen). If ortho phosphorus and/or inorganic nitrogen concentrations for
all stream inflows are not supplied, availability factors should not be used in
calculating nutrient balances. This is ac'ievcd by setting the Availability
factor' option to 0 u:sing the Case/Models procedure.

Water balances are checked and adjusted in Step 4 using the List/
Balances/Gross procedure. Measured flows for all major inflow and outflow
streams miu- ' be specified in order to check the water balance. It may be

appropriate to adjust certain inflow, outflow, and/or increase-in-storage terms
until balances are established. The appropriate terms to adjust vary from case
to case, depending upon watershed characteristics and flow monitoring net-
O works. Based upon familiarity with the flow data sources, the usei should

assess ,he most likely source(s) of water balance error and adjust the
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appropriate value(s) in the CASE file. Flow-balance errors are often attrib-
uted to ungauged surface or groundwatcr inflows. If a water balance cannot
be established with reasonable adlostments, additional monitoring with refine-
ments to flow gauging networks may be required.

Nutrient turnover ratios are checked in Step 5 using the List/BalancLs/
Gross procedure. As discussed above (see Nutrient residence time and
turnover ratio), the appropriate averaging period for mass-balance calculations
is determined by the observed turnover ratio of the limiting nutrient (usually
phosphorus). A seasonal averaging period (April/May through September) is

usually appropriate if it results in a turnover ratio exceeding 2.0. An annual
averaging period may be used otherwise. The turnover ratio criterion is an
approximate guideline, which may be adjusted from case to case. Other con-

4• siderations (such as comparisons of observed and predicted nutrient levels) can
also be used as a basis for selecting an appropriate averaging period, particu-
larly if the turnover ratio is near 2.0. Note that if the reservoir is vertically
stratified and significant hypolinietic accumulations of phosphorus occur, sea-
sonal phosphorus turnover ratios calculated from mixed-layer concentrations
will be overestimated. In this situation, mixed-layer nutrient levels during the
glowing season may reflect nutrient transport from the bottom waters via dif-
fusion or mixing processes, as compared with nutrient inputs fiom external
sources, Both annual and seasonal balances should be tested in this situation.
Depending upon results of Step 5, it may be necessary to repeat the calcula-
tion of tributary loadings (Step 1) using a different averaging period.

Step 6 involves checking and p)oss, calibration of diffusive transport
terms using the List/Ilydrau procedure. If numeric dispersion exceeds the
estimated dispersion in a given segment, the user should consider revising the
segmentation scheme (e.g., increasing segment numbers and thus decreasing
segment lengths) until this criterion is satisfied. In some cases, this may be
difficult to achieve with a reasonable number of segments, particularly in
upper-pool segments, where advective velocities tend to be greater. The crite-
rion may be waived if the sensitivity ol predicted nutrient profiles to alterna-
tive segmentation schemes is shown ito be minimal.

Conservative tracer data (typically chloride or conductivity), may be used
to calibiate diffusive transport terms in lproblems involving more than one seg-meet. An ovemnall 1i biainass falace t hault be eftabltshet (o / thsla isa

prior to calibrating t o'ansport t-'ms. Calibration involves adjusting the global
calibratiln factor for dispersion (Case/Edit/hlcoefs) anld/or segment salibra-
tion factors; (Case/ Edit/Segmenats) to match o~bserved tracei profiles. Geller-
ally, predicted concentratio~n gradient., will decrease with increasing dispersion
rates. The Run/Model/Seni.Nilivity IprtocLdu:'e shows the sensitivity oft pre-
dicted tracer concentrations to fo~urfo~ld wiriations in dispersion rates. Where
possible, adjustn11ents Should be made only to tile global calibration factor
(keeping segnment calibiation factors at their default setting of 1.0); this is a
More COllso.rvative calibration alppro~ach thanl adjusting values fo~r each segmenVIt
individually. Fotr Dispersion Mo~del 1, the glo~bal calibration factor should be

in the range of 0.25 to 4.U. the approximate 95-percent confidence limit for
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dispersion estimated from Fischer's equation. If adjustment outside this range
is required, other dispersion models and/or alternative segmentation schemes
should be investigated.

If there is a long wind fetch and segments are aligned along predominant
wind directions, upward adjustment of the dispersion factors may be neces-
sary. Conversely, downward adjustment may be necessary in reservoirs or
reservoir areas that are sheltered from winds. The segment calibration factor
for dispersion can be adjusted downward to reflect local restrictions caused by
weirs, bridges, etc. Calibration of dispersion rates based upon tracer data is
feasible only if significant tracer gradients are detected in the reservoir as a
result of the tracer loading distributions.

Step 7 involves selecting, testing, and possibly calibrating nutrient sedi-
mentation models using List and/or Plot procedures. Calibrating dispersion
rates to match observed nutrient gradients is also feasible, 1,,ovided that tracer
data are not available in Step 6. As discussed above, differences between
observed and predicted nutrient profiles may reflect random errors in the data,
as well as true differences between the model predictions and reservoir
responses. As discussed above, a conservative approach to calibration is
recommended.

The List/Compar procedure provides statistical comparisons of observed
and predicted concentrations. These are computed using three alternative
measures of error: observed error only, T(1); error typical of model develop-
ment data set, T(2); and observed and predicted error, T(3). Tests of model
applicability are normally based upon T(2) and T(3). If their absolute valu,"
exceed 2 for the comparison of area-weighted mean concentrations, there is
less than a 5-percent chance that nutrient sedimentation dynamics in the reser-
voir are typical of those in the model development data set, assuming that
input conditions have been specified in an unbiased manner. The applicability
of the imldels would be questionable in this case. If the discrepancy cannot be
attributed to possible errors in the input data file (particularly, inflow concen-
trations), other options for modeling nutrient sedimentation should be
investigated.

Lack of fit may also result friom unsteady-state loading conditions, particu-
larly if the nutrient turnover ratio is less than 2 based upon annual loadings.
In such cases, averaging periods longer than a year may be required to estab-
lish a valid load/response relationship. This situation is more likely to occur
for nitrogen than phosphorus because unit sedimentation rates tend to be lower
for nitrogen.

Once an appropriate sedimentation model is selected, T(l) can be used as a
basis for deciding whether calibration is appropriate. If the absolute value of
T(l) exceeds 2, then there is less than a 5-percent chance that the observed
and predicted means are equal, given the error in the observed mean. In this
situation, it may be desirable to calibrate the model so that observed and pre-
dicted nutrient concentrations match.
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As outlined in Table 4.2, two calibration methods are provided for phos-
phorus and nitrogen: Method 0 - calibrate decay rates and Method 1 - cali-
brate concentrations. In the first case, the segment-specific calibration factors
are applied to estimated sedimentation rates in computing nutrient balances.
In the second case, the facturs are applied to estimated concentrations. In
Method 0 (default), it is assumed that the error is attributed primarily to the
sedimentation model. In Method I, the error source is unspeciried (somne
combination of input error, dispersion error, and sedimentation mtodel error).
The latter may be used when predicted nutrient profiles are insensitive to
errors in predicted sedimentation rate because the mass balance is dominated
by inflow and outflow terms (low hydraulic residence times, see Figures 1.3
and 1.4). Regardless of the selected calibration option, global calibration fac-
tors for phosphorus and nitrogen (specified on the Casc/Edi/NMcoet screen)
are always applied to the nutrient sedimentation rates.

Nutrient Sedimentation Models I and 2 have been empirically calibrated
and tested for predicting reservoir-mean conditions. Error analysis calcula-
tions indicate that sedimentation rates predicted by these models are generally
accurate to within a factor of 2 for phosphorus and a factor of 3 for nitrogen
(Walker 1985). To account for this error, nutrient calibration factors (Case/
Edit/Mcoefs screen) can be adjusted within the nominal ranges of 0.5 to 2.0
and 0.33 to 3 br Phosph0r)I'LIs and nitrogen. respectively.

In some cases, nutrient retention co•eficients for phosphorus or nitrogen
may be negative. Even after setting the nutrient calibration coefficient to zero
(essentially treating the nutrient as a conservative substance), the model will
underpredict the observed nutrient concentration in the reservoir. This may
reflect net nutrient releases from bottom sediments (phosphorus oir nitrogen)
or fixation of atmospheric nitrogen by bluegreen algae. These "internal
sources" can be represented in the model using tributaries with TYPE
CODE=5. Apparent negative retention foefficients may reflect use of an
improper averaging period or underestimation of significant external loads.
Independent evidence and eFtiinates of sediment nutrient sources should be
obtained befloe specifying internal sources in the model. As discussed in the
Theory section of this chapter, reservoirs with negative nutrient retention coef-
ficients were rarely encountered iin the supporting research (Walker 1985). It'
internal sources are specified, estimates of model error derived from the sup-
porting research are invalid. While iL is usually possible to "tune" the model
predictions using the internal source terms, this does not provide a way of
predicting how the internal sources will change in response to changes in
external loads or other management strategies evaluated in Step 11.

Once nutrient balances have been established, eutrophication responses (as
measured by chlorophyll a, transparency, and hypol imnetic oxygen depletion
rate) are developed in Step 8. This involves nmdel selection, testing, and pos-
sible calibration. As outlined in Tables 4.2 and 4.3, several options are avail-
able for predicting chlorophyll a concentrations and Secchi depths as a func-
tion of nutrient levels and other controlling factors. If nitrogen balances are
considered in addition to phosphorus, chlorophyll a Models I or 3 can be
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used; otherwise, chlorophyll a Model 2 (default) is the most general for appli-
cation to reservoirs. Secchi Model I (default) requires all estimate of nonalgal
turbidity for each model segment (see Theory). The interpretation and use of
t-statistics (List/Compar procedure) in testing and calibrating the chloro-
phyll a and Secchi submodels follow the above discussion for nutrients
(Step 7).

With the completion of Step 8, the mtodel has been set up and possibly cal-
ibrated using pool and tributary data from a particular year or growing season.
Step 9 involves testing of the model based upon an independent data set
derived from a different monitoring period. Model options and calibration
factors are held constant, and performance is judged based upton a comparison
of observed and predicted nutrient, chlorophyll a, and transparency protfiles.
This procedure is especially recommended in systems with significant year-to-
year variations in hydrology, loading, and pool water quality conditions or in
cases where extensive calibration is necessary. Generally, multiyear reservoir
studies are necessary in order to obtain adequate perspectives on water quality
variations driven by variations in climate or flow. A separate model input File
can be created for each study year; each file uses the same segmentation
scheme, model options, and calibration coefficients. Successful simulation of
year-to-year variations is imptortant evidence of rm oel validity. Reiteration of
previous modeling steps may be required to improve model performance over
the range of monitored conditions.

Step 10 involves application of the model for diagnostic purposes using the
List/Diag procedure. Observed and predicted variables are listed and ranked
against the model developmenlt data set. Diagnostic variables (Table 4.5)
reflect the relative importance of phosphorus, nitrogen, and light as factors
controlling algal productivity. Results are reviewed to ensure that controlling
factors are consistent with the chlorophyll a and transparency subniodels
employed.

The model ,s applied to predict the impacts of alternative loading scenarios

or management strategies in Step 1. Typically, a separate inlpUt file is cre-
ated for each management strategy anld hydrologic condition (e.g., wet year,
average year, dry year). Effects of management strategies under different
hydrologic conditions can be evaluated by comparing model predictions.
Model output from multiple runs can be routed to disk files and subsequently
:read iHt•o a spreadsheet for tabulation, comparison, and display. In simple
cases, multiple loading scenar'ios canl be specified within a single file (see
Scheme 4 in Figure 4.3 or Instructional Cases at the end of this chapter).

Sensitivity to critical assumptions made in the modeling process can be
evaluated by repeating Steps 1-11 using alternative , :;umptions and comparing
results. If the application has involved substantial calibration in Steps 6-8,
management scenarios should also be evaluated using model runs with the
uncalibrated model (all calibration coefficients set to 1.0). In many cases, the
relative impacts of alternative management strategies (expressed ýs percentage
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differences in predicted mean chlorophyll a, for example) will be insensitive
to whether they are based upon tile calibrated or the uncalibrated model,

Error analyses can be run to quantify uncertainty in each predicted
response variable for each scenario and hydrologic condition. Uncertainty is
expressed in terms of the mean coefficient of variation (CV). The error
analysis will overpredict this uncertainty in cases where the model has been
calibrated and tested based upon site-specific conditions. In all cases, the
uncertainty associated with relative predictions (e.g., expressed as percent
change in chlorophyll a resulting from different management strategies) will
be substantially lower than that associated with absolute predictions (expressed
in ppb),

In applying the model to predict future conditions, diagnostic variables are
checked to ensure that contro' g factors are consistent with the chlorophyll a
and transparency suhniodels. -or example, if a phosphorus-limited chloro-
phyll a submodel (e.g., 4 or 5 in Table 4.2) is applied to existing conditions
in Step 8, model predictions will be invalid for a future loading condition,
which causes a switch froml phosphorus- to nitrogen-limited conditions. Simi..
larly, if the phosphorus sedimentation model does not account for inflow
phosphorus availability, predictions ofr future conditions involving a significant
change in the Ortho-lI/Total 1P load ratio may be invalid.

Scenario B - Existing reservoir with pool water quality data only

BATHTUB can be used to summarize and rank water quality conditions
and to evaluate controlling factors in segments representing different reser-
voirs or different areas within one reservoi. Comparisons are basw upon
observed water quality conditions and morphonietric features specified for
each segment. Various nutrient/cllorophyll a and other eutrophication
response models can be tested. This type of analysis can be applied in the
absence of nutrient loading and watei balance information. It is essentially
descriptive or di:Lgnostic in llature and does not provide a predictive basis.
Because water-balance and nutrient-balance calculations are not involved,
Steps 4-7 and 11 are not perl•ormed,

.,.• Scenario C - Reservoir with loading data only

IBATHTUBI can be used to predict water quality conditions in a future res-
ervoir or in an existing reservoir lacking observed water quality data. Lack of
observed water quality data precludes calibration and testing of diffusive trans-
port, nutrient sedimentation, and eutrophIlication-response models. If the appli-
cation is to an existing reservoir, a monitorhiig program should be imple-
mented to obtain data tor calibration and testing before using the model to
evaluate management strategies. If the application is to a proposed reservoir,
the accuracy and 0eiedibility of Model projections would be enhanced by first
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applying it successfully to an existing reservoir in the same region and, if pos-
sible, with similar mor- "metry and watershed characteristics.

Model predictions for a future reservoir refer to steady-state condition-, and
do not apply to the initial "reservoir aging" period, during which significant
"internal" loadings may occur as a result of nutrient releases from inundated
soils and vegetation. The reservoir aging period is inherently dynamic and
not suited for direct simulation via the steady-state algorithms used in BATH-
TUB. Approximate estimates of conditions during the reservoir aging period
may be derived by specifying additional internal nutrient sources of appropri-
ate magnitudes to reflect sediment releases during this period, based upon lit-
erature reviews and/or field data.

Procedure Outline

Following is a list of all BATHTUB procedres. Names are listed on the
left. Indentation reflects Menu level (Lines 1-4). A brief description of each
procedure is given on the right.

Case Define Case - read, Enter, Edit, or List Input Values

Edit Edit Case Data
Dimensions Edit Case Dimensions, File Name, Title, User Notes
GLobaLs Edit Global Parameters, Precip., Evap., Atmospheric Los...
Segments Edit Segments, Calib. Factors, Morphometry, Obs. Water QuaL.
Tribs Edit Tributary & Watershed Data - Areas, FLows, Concs...
Nonpoint Edit Nonpoint Landuse Categories & Export Coefficients

First Edit Coefficients for Landuse Categories 1-4
Second Edit Coefficients for Landuse Categories 5-8

MCoefs Edit Default Model Coefficients f Error Terms
Chann•els Edit Transport Channels
ALL Edit ALL Input Data Groups

Models Set Model Options

Read Read Case Data File
Data Read Input File (FiLename - *.BIN, BATHTUB Version >= 5.0)
Translate Read OLd Input File Format (Filename = *.BTH, Version <= 4.4

Save Save Case Input Data File

New Reset Input Values & Start New Case

Change Delete, Inaert, or Copy Segments or Tributaries
Segments Delete, Insert, or Copy Segments

Delete Delete a Segment frcm the Existing Network
Insert Insert a New Segment into the Network
Copy Copy Data from One Segment to Other Segment(s)

Tribs Delete, Insert, or Copy Tributaries/Watersheds
Delete Delete a Tributary from the Existing Network
Insert Insert a New Tributary into the Network
Copy Copy Data from One Tributary to Other Tributaries

List List Input Values for Current Case

Morpho List Segment Morphometry

Raun Check Case Data & Run Model

Model Run Model
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NoError Run Model IL out Error Analysis
Inputs Error Anatys - Case Input Variabtes Only
Model Error Analysi M1odel Er6,or Term & Segmrnt CaLib Factorr
ALL Error AnaLysis - ALL Input VaiabLes and Model Parameters

sensitivity Run Sensitivity Analysis - Diflarsion & Decay Factors
Conserv Run Sensitivity Analysis for Conservative Substance gaLance
Total P Run Sensitivity AnaLysis for Total Phosphorus BaLance
Total N Run Sensitivity Analysis for Total Nitrogen Balance

List List Model Output

Hydraul List Morphometry / Nydrautics/ Dispersion Table

Balances List Select Water and Mass Balances
Gross Gross Water and Mass BaLances - ALL Segments
By Segment Water and Mass Balances by Segmnt - Detai Led
Summary Water and Mass Balances by Segmnt - Summry

Conipar Compare Observed & Predicted Values
ALL ALL Segments + Area-Weighted Mean
Means Area-Weighted Means Only

Diagnos List Observed A Predictej Diagnostic Variables
ALL ALL Segments + Area-Wi.ghted Mean
Means Area-Weighted Means Only

Profiles List Su.miaries of Predicted A Observed Values
Predicted List Predicted Values
Observed List Observed Values
Ratios List Observed / Predicted Ratios

FLownet List FLow Network Summary

Table List Table of Predicted Values for Selected Variables

Short Short Table of Predicted Values by Segment

PLot PLot Observed & Predicted Variables

Nutrients Plot Total Phosphorus & Total Nitrogen OnLy

ALL PLot ALL Variables

Some Plot Selected VariabLe(s)

Define Define PLot Scale Types (Default, Linear, or Logaritksic)
1DefauLt Use DefauLt ScaLe Type for Each VariabLe
2Linear Use Linear Scales for ALL Variables
3Log Use Logarithmic ScaLes for ALL VariabLes

UtiLities Program Utilities

Output Set Output Destination - Screen or FiLe
Screen Direct Output to ScrQen (DefauLt)
File Direct Output to Disk File

Restrict Restrict Output & PLots to .pecific Segment(s)

View View any DOS Text File

Error View Error Message FiLe

Help View SuppLementarv Help Screens

Quit End Current Session
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Data-Entry Screens

Following is a listing of each data-entry screen in BATHTUB and its asso-
ciated HELP file. These are accessed via the Case/Edit procedures. The
help screens are accessed by hitting < FI >. Additional help screens contain-
ing more detailed intbrmation on specific fields may be obtained by moving
the cursor to the field and hitting < FS > ; this works only when the message
'<F8 > =HELP FIELD' appears in the lower right corner of the screen.

DATA-ENTRY SCREEN: Case/Edit/Dimensions

CASE DIMENSIONS

CASE TITLE: _
DATA FILE MAKE:

WAGBER OF NMOEL SEGMENTS _<39

NUMBER OF TRIBUTARIES C_=99
MOTES:

FI=HELP, F2=DONE/SAVE, F3=EDI. FIELd, F7=HELP/EDITOR, <ESC>-ABORT

HELP SCREEN:

Case Edtt Dimenslons

Define problem TITLE for Labeling oitput

Define DATA FILE NAME for storing input values. DOS PATH can also
be included. ExarpLes:

KEYSTONE.BIN <.... pLaces ile in same directory as program
C:\MYDIRNKEYSTONE.BIN
0: \.WOUR \SUB \KEYS TON E. B IN

Extension '.BIN' should be used to ilncicate oinary output format.

NGMBER OF SEGMENTS (Maximum = 39)

NUMBER OF TRIBUTARIES (Maximum = 99)

includes inflow streams, outflow streams, & non-paint watersheds

NOTES are for user reference
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DATA-ENTRY SCREEN: CaseiEdit/Globals

GLOBAL VARIABLES & ATMOSPHERIC LOADS

MEAN CV
AVERAGING PERIOD (YRS)
PRECIPITATION (M) -

EVAPORATION (M)
STORAGE INCREASE (M)

ATMOS. LOADS (KGIKM2-YR)
VARIABLE MEAN CV AVAILABILITY-FACTOR
TOTAL PHOSPHORUS [_ [0.33]
OIPTHO PHOSPHORUS E__[1.33]
TOTAL NITROGEN _ _[0.593

INORG. NITROGEN __[0.79)

CONSERV. SUBST.

FIuHELP, F2zDONE/SAVE, F3=EDIT FIELD, FTuHELP/EDITOR, <ESC>ABORT

HELP SCREEN:

I Case Edit GLcLals

VaLues entered in this screen apply to all segments in network
during the period of mass-baLance caLcuLations.

Averaging Period a duration of mass-balance calculations
= period used in spc:ifying tributary infLows

(1 - annual, .5 a ApriL-September, .42 = May-Septenter)

Storage Increase = increase in pool elevation between start
and end of Averaging Period.

Default values for Availability Factors are shown in lbracketa).

DATA-ENTRY SCREEN: Case/Edit/Segments

SEGMENT: _ NAME: OUTFLOU SEG:__ GROUP:
AREA (KM2): MEAN DEPTH (N): LENGTH (KM):

VARIABLE UNITS MEAN CV CALIBRATION
MIXED LAYER DEPTH (M) FACTORS
HYPOLIMNETIC DEPTH (N)
DISPERSION FACTOR
OBSERVED WATER QUALITY...
NON-ALGAL TURBIDITY (1/N)
TOTAL PHOSPHORUS (PPB)
TOTAL NITROGEN (PPB)
CHLOROPHYLL-A (PPB)

SECCHI DEPTH (M)
ORGANIC NITROGEN (PPB)
TOTAL P - ORTHO P (PPS)

HYPOL. 02 DEPL. (PPB/DAY)
METAL. 02 DEPL. (PPB/DAY)
CONSERVATIVE SUBSI.

F1=HELP, F2=00NE/SAVE, F3=EDIT FIELD, I7=HELP/EDITOR, <ESC>-ABORT
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HELP SCREEN:

Case Edit Segments

Edit all input data & observed water quality for a specific segment.

Use cursor or space bar to select segment to be edited; press <return>
to select segment, <esc> to quit.

If mixed Layer depth =0., it will be estimated from mean depth.

Calibration factors normally = 1.0.

Observed water quality data s;hould reflect growing season.
They are optional. '0' indicates missing.

Estimates of non-algal turbidity are required if chLorophyll-a Model
1 or 2 is used. If turbidity is set to 0.0, it is estimated from
observed Chl-a and Secchi if both are specified.

DATA-ENTRY SCREEN: CaselEdit/Tribs (TYPES 14, 6)

TRIBUTARY NUMBER: LABEL:

SEGMENT NUMBER: TYPE COOE:

MEAN CV
DRAINAGE AREA (KM2)
FLOW (HM3/YR)
TOTAL PHOSPHORUS (PPB)
ORTHO PHOSPHORUS (PPB)
TOTAL NITROGEN (PPB)
INORGANIC NITROGEN (PPB)
CONSERVATIVF SUBST. -

NON-POINT-SOURCE WATERSHED AREAS
CATEGORY:
AREA (K12 -

CATEGORY:
AREA (KM2)

FI=HELP, F2sDONE/SAVE, F3=EDIT FIELD, F7THELP/EDITOR, <ESC>=ABORT
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HELP SCREEN:

Case Edit Tributary

Edit tributary names, types, flows, drainage areas, & concentrations.
Use cursor or space bar to select trib. to be edited;
press <return> to select tributary, <esc> to quit.

Tributary TYPE CODES:
1 = Gauged Tributary (flow, concs input)
2 a Ungauged Tributary (flows, concs estimated from Land use)
3 = Point Source Discharging Directly to Reservoir
4 x Outflow or Withdrawal
5 = Internal Source (input areaL loads in mg/m2-day)
6 = Diffusive Source

If TYPE-2, flow & concentrations will be estimated using the non-point
source model, otherwise, values entered in this screen will be used.

Non-Point Source Watershed Areas:
-> only used in calculations if TYPE CO.E=2
-> sum of subwatershed areas should equal total drainage area
- Landuse category definitions & export coefficients specified

in separate screen ('Case Edit Nonpoint')

DATA-ENTRY SCREEN: Case/Edit/Tribs (TYPE = 5)

TRIBUTARY NUMBER: LABEL:

SEGMENT NUMBER: __ TYPE CODE: -- Z_ 5

INTERNAL LOADING RATES (P.G/NM-DAY)

MEAN CV
TOTAL PHOSPHORUS

ORTHO PHOSPHORUS

TOTAL NITROGEN

INORGANIC tHITROGEN

COUJSERVATIVE SUBST.

FI=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

HELP SCREEN:

Internal Load Rates

Use tributary type code = 5 to specify internal Loads for each
constituent to any segment in units of mg/n2-day.

This can be used to represent nutrient recycling from bottom
sediments, if independent estimates or measurements are
available.

To use this feature, change the tributary type code to 5 and
press cF2>. The normal tributary input screen (used for
type codes 1-4) will switch to one with entry locations for
internal Load rates and cvs for each constituent.
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DATA-ENTRY SCREEN: Case/Edit/Nonpoint

NON-POINT-SOURCE EXPORT COEFFICIENTS

LANDUSE CAT: 1 2 3 4
LABEL

MEAN CV MEAN CV MEAN CV MEAN CV
RUNOFF M/YR

TOTAL P PPB

ORTHO P PPB

TOTAL N PPS

INORG N PPg

CONS S ---

FI=NELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

HELP SCREEN:

Case Edit Nonpoint

Edit Non-Point Source Export Coefficients

These values are jsed to estimate flow & concentration for TYPE=2

tributaries, according to the following model:

FLOW (hm/yr) = SUM I AREA (km2) x RUNOFF (m/yr) I

LOAD (kg/yr) = SUM [ AREA (Im2) x RUNOFF (m/yr) x CONC (ppb) I

SUM =surn over Land use categories

This screen is used to enter RUNOFF & CONC values fcr each Landuse
ottegory.

This screen can be ignored if all infLows are measured directly.

DATA-ENTRY SCREEN: Case/Edit/Mcoefs

MODEL CALIBRATION FACTORS
CURRENT-CASE DEFAULT-VALUES

MEAN CV MEAN CV

DISPERSION RATE 1.0 ./0
P DECAY RATE 1.0 .45
N DECAY RATE 1.0 .55
CHL'A MODEL 1.t .26
SECCHI MODEL 1.0 .10
ORGANIC 9 MODEL 1.0 .12
TP-OP MODEL 1.0 .15
HODV MODEL 1.0 .15
MODOY MODEL 1.0 .22

SEC./CHLA SLOPE (M2/MG) .025 .0
MINIMUM QS (M/YR) 4.0 .0
CHL-A FLUSHING TERI! 1.0 .0
CHLOROPHYLL-A CV .67_

F1=HELP, F2.DONE/SAVE, F3-:EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORI
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HELP SCREEN:

Case Edit MCoefs

Edit Model Coefficients & Error Terms.

Calibration factors apply to all segments.

For example, changing the mean value for coefficient I (P DECAY RATE)
from 1.0 (default value) to 0.5 i;iLl reduce the phosphorus sedimentation
rate in all segments by 50%, regardless of which option is selected for
predicting Fposphorus sedimentation.

Default values are Listed on right.

MINIMUM OS = Lowest overflow rate used in computing sedimentation coefs.

FLUSHING EFFECT = 1 include flushing term ir, ChL-a ModeLs 1 & 2,
- 0 exclude flushing term

CHL-A CV m Chi-a-a temporal coefficient of variation used in
computing aLgal nuisance frequencies (typicaL value x .62)

DATA-ENTRY-SCREEN: Case'Edit/Channels

DEFINE CHANNELS - TRANSPORT BETWEEN SEGMENTS

SEGMENTS ADVECTIVE-FLOW DIFFUSIVE-EXCHANGE

LABEL FROM TO HM3/YR CV KH43/YR CV

FI=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/En!,TCR, <ESC>=ABORT

HELP SCREEN:

Case Edit Channels

Defines Transport Channels (optio,'aL).

Specification of 'Normal OutfLoe,,, Se•raeiits* defines a typical application

consisting of a one-dimensiona,, branched network.

"Channels' can be used to srpecify additional advective flow and diffusiv
transport between any pair of segments.

Solutions at the water-b:,iance and mass-balance equations are modified
to account for these adcitional transport terms.

• Flow values must be e-,;timated independently.

Up to 10 channels r,,n be defined for any case..

0
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Documented Session

This section describes examples of each output format using data from
Keystone Reservoir (1-:cated on the Arkansas and Cimarron rivers in
Oklahoma). Data from this reservoir are analyzed extensively in the support-
ing research document (Walker 1985). Model segmentation tbr Keystone is
illustrated in Figure 4.9.

ARKANSAS
RIVER

E" .LAKE

POINT SOURCE

CIMARRON

DISCHARGE

POINT SOURCE

a. Morphologic features

ARKANSAS
RIVER

-NO

POINT SOURCE

b. Segmentation scheme

Figure 4.9. Model segmentation for Lake Keystone, Oklahoma,
applicatiin
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Pool and tributary water quality data were derived from measurements
made in 1974 and 1975 by the EPA National Eutrophication Survey (NES) 1
(U.S. Environmental Protection Agency) (USEPA 1975). The Keystone pool
was sampled by the NES at nine stations four times between April and Octo-
ber 1975. The role of light limitation in Keystone has been previously dis-
cussed (Walker 1985). Because of the relatively low summer hydrauilc
residence time of the reservoir (0.08 year), seasonal nutrienk turnover ratios
are high, and water and mass balance calculations are based on May through
September conditions during the pool monitoring year. Point sources include
three sets of municipal sewage effluents which have been aggregated by reser-
voir segment. Since the NES estimated nutrient loadings but not flows for
these effluents, a flow otr I hmi3year has been assumed for each source (insig-
nificant in relation to reservoir water balance) and the nutrient concentrations
have been adjusted to correspond with the reported loadings.

The input data file 'KEYSTONE.BIN' file (found on the distribution dis-
kette and copied to the hard drive during installation) is used to generate the
output listings. The following procedures are executed:

Case/Reud/Data
Case/List
Case/Morpho
Run/Model/All
List/Hlydraulics
List/BalancLs/Gross
List/Balances/By Segment
List/Ba lancos/Sumniary
List/Compur/All
List/Diagnos/All
List/Proriles/1Predicted
List/Table
List/Flownet
Run/Sensitivity/Tolal 11
Plot/Sone
Quit

Installing the program and running these procedures in sequence, while refer-
ring to comments and instructions below, will help users to become familiar
with prograi|n operation ai.J Outp•ut lo1rntS.

Start the proglani from the DOS prol•pt by entering:
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> BATHtTUB

S B&ATHTUB

EMPIRICAL MODELING OF
RESERVOIR EUTROPHICATION

VERSION 5.3

Environmental Laboratory
USAE Waterways Experiment Station

Vicksburg, Mississippi

March 1995

PRESS KEY TO CONTINUE, <ESC• RETURN TO MENU 100

A series of introductory screenis appear. Pressing < ESC > here bypasses the
introductory screens and proceeds to the main program menu:

- A T H T U B - VERSION 5.3
Case Run List Plot Utilities Help Quit
Edit Models Read Save New Change List Morpho

Define Case - Read, Enter, Edit, or List Input Values

MOVE CURSOR & HIT <Enters OR <First Letter> TO RUN ROUTINE, <F1,F?> HELP

CASE = Default Input File DATA FILE =
SEGMENTS = 1 TRIBUTARIES = 1

MODEL OPTION ----- > SELECTION ----- >
CONSERVATIVE SUBSTANCE 0 NOT COMPUTED
PHOSPHORUS BALANCE 1 2ND ORDER, AVAIL P
NITROGEN BALANCE 0 2ND ORDER, AVAIL N
CHLOROPHYLL 1 P, N, LIGHT, T
SECCHI DEPTH 1 VS. CHLA & TURBIDITY
DISPERSION 1 FISCHER-NUMERIC
PHOSPHORUS CALIBRATION 1 DECAY RATES
NITROGEN CALIBRATION 1 DECAY RATES

Select Case/Read/Data to read a BA TITUB data set (selected choices are
underlined below but are highlighted on the screen). Choices are made in one
of two ways: (a) by pressing the first letter of the desired command, or (b) bySusing the cursor keys. A one-line description of the selected procedure is
highlighted at the bottom of the upper menu box.

B A T H T U B - VERSION 5.3
Case Run List Plot Utilities Help Quit
Edit Models Read Save New Change List Morpho
Date Translat

Read Input File (FiLename = *.SIN, BATHTUB Versions -5.0

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <FI,FV> HELP

0
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The next screen asks the user to specify the DOS path to the directory where
BATHTUB data sets are stored. If data sets are kept in the same directory as
the BA THTUB program (as is recommended and asswuned here), press
< Enter >.

ENTER FILE PATH or PRESS ,Escl TO ENTER FILENAME DIRECTLY

ENTER FILE PATH: *.BIN I

Press < Eider>.

A listing of inputfiles in the specified path is given. Files are identified by the
.BIN extension.

POINT TO DESIRED FILE & PRESS <Enter> PATH *.BIN

-.......... SELECT FILE ..........

BEAVER.BIN
CASE1.B1W

CASE2.BIN
CASE3.BIN
CASE4.BIN
CASEE.BIN
KEYSTONE.BIN

Move the cursor it) the desired input file and hit < Enter >

CLEARING CURRENT CASE, OK ?

Respond with a Y (yes) to cle'ar the current data set and load the specified

file. Control returtos tlhe main menu.

B A T H I U B - VERSION 5.3
Case Run List Plot Utilities HeLp Quit
Edit ModeLs Read Save New Change List Morpho

Define Case - Read, Enter, Edit, or List Input Values

CASE x Keystone Reservoir, Oklahona DATA FILE KEYSTONE.BIN
SEGMENTS = 7 TRIBUTARIES 13 CHANNELS = 0

MODEL OPTION -----> SELECTION ----- >

CONSERVATIVE SUBSTANCE 0 NOT COMPUTED

PHOSPHORUS BALANCE 1 2ND ORDER, AVAIL P
NITROGEN BALANCE 1 2ND ORDER, AVAIL N
CHLOROPHYLL-A 1 P, N, LIGHT, T

SECCHI DEPTH 1 VS. CHLA & TURBIDITY
DISPERSION 1 FISCHER-NUMERIC
PHOSPHORUS CALIBRATION 1 DECAY RATES

NITROGEN CALIBRATION 1 DECAY RATES
AVAILABILITY FACTORS 1 USE FOR MODEL 1 ONLY
MASS-BALANCE TABLES 1 USE ESTIMATED CONCENTRATIONS
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The lower half of the screen summurizes the dimensions and selected model
options for the current case. Input values can be listed by selecting Case!

RAT HTUB - VERSION 5.3
Case Run List PLot UtiLitis HeLp Quit
Edit ModeLs Read Save New Charge List Morpho 1=

List Input VaLues for the Current Case

Keystone Reservoir, OkLahoma

MODEL OPTIONS:
1 CONSERVATIVE SUBSTANCE 0 NOT COM4PUTED
2 PHOSPHORUS BALANCE 1 2ND ORDER, AVAIL P
3 NITROGEN BALANCE 1 2ND ORDER, AVAIL N
4 CHLOROPHYLL-A 1 P, N, LIGHT, T
5 SECCHI DEPTH 1 VS. CHLA & TURBIDITY
6 DISPERSION 1 FISCHER-NUMERIC
7 PHOSPHORUS CALIBRATION 1 DECAY RATES
8 NITROGEN CALIBRATION 1 DECAY RATES
9 ERROR ANALYSIS 1 MUOEL & DATA

10 AVAILABILITY FACTORS 1 USE FOR MODEL 1 ONLY
11 MASS-BALANCE TABLES 1 USE ESTIMATED CONCS

ATMOSPHERIC LOADS & AVAILABILITY FACTORS:
ATMOSPHERIC-LOADS AVAILABILITY

VARIABLE KG/KM2-YR CV FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .50 .33
3 TOTAL N 1000.00 .50 .59
4 ORTHO P 15.00 .50 1.V3
5 INORG N 500.00 .50 .79

GLOBAL INPUT VALUES:
PARAMETER MEAN CV
PERIOD LENGTH YRS .420 .000
PRECIPITAI'ION H .530 .200
EVAPORATION M .900 .300
INCREASE IN STORAGE M .000 .000

YRIBUTARY DRAINAGE AREAS AIJD FLOWS:
ID TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF MEAN FLOW

KM2 HM3/YR
1 4 7 ARKANSAS OUTFLOW 162804.000 10556.000 .100
2 1 1 ARKANSAS INFLO. 123625.000 6770.000 .100
3 1 1 HELLROARING 27.700 10.000 .100
4 1 4 CIMARRON 34929.000 2572.000 .100
5 1 4 LAGOON 123.000 37.000 .100
6 1 1 UNGAUGED-SEG 1 600.000 216.000 .200
7 1 2 UNGAUGED-SEG 2 400.000 143.000 .200
8 1 4 UNGAUGED-SEG 4 2440.000 736.000 .200
9 1 5 UNGAUGED-SEG 5 150.000 45.000 .200

10 1 6 UNGAUGED-SEG 6 400.000 120.000 .200
11 3 1 CLEVELAND STPS .000 1.000 .200
12 3 4 CIMARRON STPS .000 1.000 .200
13 3 6 MANNFORD STP .000 1.000 .200

TRIBUTARY CONCENTRATIONS (PPB): MEAN/CV
ID CONSERV TOTAL P TOTAL N ORTHO P INORG N
1 .0/ .00 109.0/ .04 1464.0/ .10 86.0/ .10 771.0/ .33
2 .0/ .00 570.0/ .20 2467.0/ .15 158.0/ .09 500.0/ .30
3 .0/ .00 72.0/ .22 1639.0/ .06 12.0/ .09 268.0/ .06
4 .0/ .00 364.0/ .11 1884.0/ .09 133.0/ .07 285.0/ .17
5 .0/ .00 150.0/ .19 1940.0/ .06 22.0/ .16 431.0/ .13
6 .0/ .00 72.0/ .30 1639.0/ .30 12.0/ .30 268.0/ .30
7 .0/ .00 72.0/ .30 1639.0/ .30 12.0/ .30 268.0/ .30
8 .0/ .00 150.0/ .30 1940.0/ .30 22.0/ .30 431.0/ .30
9 .0/ .00 150.0/ .30 1940.0/ .30 22.0/ .30 431.0/ .30
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10 .0/ .00 150.0/ .30 1940.0/ .30 22.0/ .30 431.0/ .30
11 .0/ .00 4535.0/ .00 13605.0/ .00 4535.0/ .00 13605.0/ .UO
12 .0/ .00 14261.0/ .00 38456.0/ .00 14261.0/ .00 38456.0/ .00
13 .0/ .00 1135.0/ .00 3400.0/ .00 1135.0/ .00 3400.0/ .00

MODEL SEGMENTS & CALIBRATION FACTORS:
........... CALIBRATION FACTORS -----------

SEG OUTFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI HOD DISP
1 2 1 ARKANSAS UPPER 1.00 1.00 1.00 1.00 1.00 1.000

CV. .000 .O00 .000 .000 .000 .000
2 3 1 ARKANSAS MID 1.00 1.00 1.00 1.00 1.00 1.000

CV: ,000 .000 .000 .000 .000 .000
3 7 1 ARKANSAS LOWER 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
4 5 1 CIMARRON UPPER 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
5 6 1 CIMARRON MID 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
6 7 1 CIMARRON LOWER 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
7 0 1 DAM AREA 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000

SEGMENT MORPHOMETRY: MEAN/CV
LENGTH AREA ZMEAN ZMIX ZHYP

ID LABEL KM KM2 M M M
I ARKANSAS UPPER 15.00 8.4000 1.20 1.20/ .12 .00/ .00

2 ARKANSAS MID 15.00 25.2000 7.17 5.75/ .12 .00/ .00
3 ARKANSAS LOWER 15.00 25.2000 8.77 6.37/ .12 .00/ .00
4 CIMARRON UPPER 15.00 8.4000 2.59 2.59/ .12 .00/ .00
5 CIMARRON MID 15.00 12.6000 7.17 5.75/ .12 .00/ .00
6 CIMARRON LOWER 15.00 21.0000 10.46 6.89/ .12 .00/ .00
7 DAM AREA 4.00 8.4000 13.05 7.45/ .12 .00/ .00

SEGMENT OBSERVED WATER QUALITY:
SEG TURBID CONSER, TOTALP TOTALN CHL-A SECCHI ORG-N TP-OP HUDV MODV

1/N ... MG/M3 MG/M3 MG/M3 M MG/M3 MG/M3 MG/M3-D MG/M3-D
1 MN: 3.45 .0 367.0 1575.0 62.0 .2 856.0 250.0 .0 U0

CV: .39 .00 .09 .15 .62 .19 .14 .16 .00 .00
2 N.: 2.60 .0 .0 .0 .0 .0 .0 .0 .0 .0

CV- .40 .00 .00 .00 .00 .00 .00 .00 .00 .00
3 MN: 2.43 .0 149.0 1303.0 2.8 .4 523.0 48.0 .0 .0

CV: .31 .00 .14 .06 .48 .30 .09 .22 .00 .00
4 MN: 4.41 .0 234.0 1077.0 23.7 ,2 700.0 148.0 .0 .0

CV: .66 .00 .11 .12 .53 .58 .06 .24 .00 .00
5 MN: 2.32 .0 130.0 1099.0 7.2 .4 573.0 51.0 .0 .0

CV: .25 .00 .15 .09 .61 .23 .05 .16 .00 .00
6 MN: 1.45 .0 99.0 1079.0 8.7 .6 508.0 37.0 .0 .0

CV: .30 .00 .13 .10 .44 .25 .07 .15 .00 .00
7 MN: 1.91 .0 145.0 1277.0 3.6 .5 453.0 34.0 .0 .0

CV: .30 .00 .18 .05 .57 .29 .02 .50 .00 .00

MODEL COEFFICIENTS:
COEFFICIENT MEAN CV

DISPERSION FACTOR 1.000 .70
P DECAY RATE 1.000 .45
N DECAY RATE 1.000 .55
CHL-A MODEL 1.000 .26
SECCHI MODEL 1.000 .10
ORGANIC N MODEL 1.000 .12
TP-OP NIUEL 1.000 .15
HOCV MODEL 1.000 .15
MODV MODEL 1.000 .22
BETA M2/MG .025 .00
MINI"UM oS 4.000 .00
CHLA FLUSHING TE 1.000 .00
CHLOROPHYLL-A CV .620 .00

CASE NOTES:
epa/nes data
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"The listing of input values can be used to check and/or document the input
case file. The listing should be checked against original data sources to iden-
tify any data-entry errors.

The listing is copied to a temporary disk file and a file viewing utility is
loaded. Function keys are identi/ied at the bottom of the screen. 7e user
can scroll forward or backward through the output listing by using the keypad
arrows. The <Home> key moves to the top of the file. The <End> key
moves to the bottom of the file. A Help screen related to the current output
listing can be viewed b, oressing < Fl >. The listing can be saved in a per-
manent disk file by pressing < F8 . Pressing < Esc> returns to the main
menu. A short summary of segment morphometric features can be viewed by
selecting Case/Morpho:

BATHTUB - VERSION 5.3
Case Run List Plot ULi Lities HeLp Quit
Edit Models Read Save New Change List Morph

List Segment Morphometry

CASE; Keystone Reservoir, OkLahoma
Segment Area Zmean Length Volume Width L/W

km2 m km hm3 km
I ARKANSAS UPPER 8.40 1.20 15.00 10.1 .56 26.79
2 ARKANSAS MID 25.20 7.17 15.00 180.7 1.68 8.93
3 ARKANSAS LOWER 25.20 8.77 15.00 221.0 1.68 8.93
4 CIMARRON UPPER 8.40 2.59 15.00 21.8 .56 26.79
5 CIMARRON MID 12.60 7.17 15.00 90.3 .84 17.86
6 CIMARRON LOWER 21.00 10.46 15.00 219.7 1.40 10.71
7 DAM AREA 8.40 13.05 4.00 109.6 2.10 1.90

Total Area = 109.20 kk2
Total VoLume = 853.15 hi3
Mean Depth = 7.81 m

This procedure summarizes input morphometric data for each segment. A ver-
age segment width is calculated as the ratio of surface area to segment length.
Total surface area, volume, and mean depth are also listed. The model can
be executed with a jlul error analysis by selecting Run/Model/All:

B A T H T U B VERSION 5.3
Case Run List Plot Utilities Help Quit
Model Sensitivity
NoError Inputs Model All

Error Analysis - ALL Input Variables and Model Paraweters

The program first checks fir invalid input values.

CHECKING INPUT VALUES...

INPUTS seem OK...
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If input data errors are encountered or the mass-balance equations cannot be
solved, error messages are listed here and control returns to the main menu.
Otherwise, the erro," analysis proceeds:

WAIT

ERROR ANALYSIS - SOLUTION AT ITERATION: 1696
TESTING X 1644/ 1696 ITERATI2NS = I

After completing the erro, analysis, control returns to the main menu. A
'Model Executed' message appears in the lower right-hand corner of the
screen. This indicates that the execution was successfil and the List and Plot
routines can be accessed to review results. Output screens and comments for
List procedures are given below. Menu screens are not repeated.

A• A T H T U B -VERSION4 5.3
Case Run List Plot Uti lities Help Quit
Hydiraul Balances Compar Diagnos Profiles F lownet Table Short

List Model Output--"

Proaedkre: List / Hydraul,

CASE: Keystone Reservoir, Oklahoma

HYDRAULIC AND DISPERSION PARAMETERS:
NET RESIDENCE OVERFLOW MEAN ---- DISPERSION ----- EXCHANGE

INFLOW TIME RATE VELOCITY ESTIMATED NUMERIC RATE
SEG OUT HM3/YR YRS M/YR KM/YR KM2/YR KM2/YR HM3/1R
1 2 6989.60 .00144 832.1 10401.2 279864. 78009. 9043.
2 3 7110.40 .02541 282.2 590.3 31a46. 4427. 22018.
3 7 7088.20 .03118 281.3 481.1 21914. 3608. 17981.
4 5 3338.60 .00652 397.5 2301.8 32455. 17264. 1469.
5 6 3372.50 .02679 267.7 560.0 7552. 4200. 1346.
6 7 3475.00 .06321 165.5 237.3 6474. 1780. 4582.
7 0 10555.80 .01038 1256.6 385.2 19633. 770. 0.

This output jbrmat summarizes segment linkages and flows between model seg-
ments. The net itflow represents sum of itnlows (external + outflow from
upstream segments + precipitation) minus evaporation. Dispersion and
exchange rates are calculated according to the specified dispersion model (see
Table 4.2). Numeric dispersion rates are subtracted from estimated dispersion
rates before calculating exchange flows. Model segmentation should be
designed so that estimated dispersion exceeds numeric dispersion in each seg-
ment. Numeric dispersion rates can be reduced by decreasing segment
lengths. The exchange rate represents the diffusive exchange between each
segment (SEG) and its downstream segment (OUT).

Procedure: List / Balances I Gross

CASE: Keystone Reservoir, Oklahoma
GROSS WATER BALANCE:

DRAINAGE AREA ---- FLOW (HM3/YR) ---- RUNOFF
ID T LOCATION KM2 MEAN VARIANCE CV M/YRS.... ..... ......................... ..... ....... .°............................

1 4 ARKANSAS OUTFLOW 162804.000 I0556.000 .IIE+07 .100 .065
2 1 ARKANSAS INFLOW 123625.000 6770.000 .45BE+06 .100 .055
3 1 HELLROARING 27.700 10.000 .100E+01 .100 .361
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4 I C_.AApO .47'29.000 2572.V,000 .M2E+(05 .1nn .074
5 1 kAI 123.000 37.GD0 .137E+02 .100 .301
6 1 UNIr11AF0-&F•F 1 600.000 216.000 .187E37.0h .200 .360
7 1 1.,Nr, nrFD3-.SG 2 400.000 14".rno .818.E03 .200 .357
8 1 .WOAUGED-SEG 4 2440.000 7.36.000 .217E+05 .200 .301
9 1 IJflAUGr-q-r, 5 150.000 45.000 .810E*02 .200 .3t0

10 1 U9r-.tu-•r- 6 400.000 120.000 .576,E03 .200 .500
11 3 C.EV'L Ai STPS .00 1.000 .400E-01 .200 .000
12 3 CIMARRON STPS .000 1.000 .400E-01 .200 .000
13 3 NIAMIFORD STP .O00 1.000 .400E-01 .200 .000

PRECIPITATION 109.200 137.800 .760E+03 .200 1.262
TRIBUTARY INFLOW. 325389.400 10649.000 .550E+06 .070 .033
POINT-SOURCE INFLOW .000 3.000 .120E+00 .115 .000
***TOTAL INFLOW 325498.600 10789.800 .550E+06 .069 .033
GAUGEn OUTFLOW 162804.000 10556.000 .11!E+07 .100 .065
ADVECTIVE OUTFLOW 162694.600 -. 201 .167E+07 9.990 .000
***TOTAL OUTFLOW 325498.600 10555.800 .555E+06 .071 .032
***EVAPORATION .000 234.000 .493E+04 .300 .000

GROSS MASS BALANCE BASED UPON ESTIMATED CONCENTRATIONS
COMPONENT: TOTAL P

..... 'OADING ....... VARIANCE --- CONG EXPORT
ID T LOCATION KG/YR %(I) KG/YR**2 %(I) CV MG/M3 KG/KM2S...............................................................................
1 4 ARKANSAS OUTFLOW 1400865.0 31.4 .132E+12 40.9 .259 132.7 8.6
2 1 ARKANSAS INFLOW 3337881.0 74.8 .305E+12 94.9 .166 493.0 27.0
3 1 HELLROARING 469.2 .0 .755E+04 .0 .185 46.9 16.9
4 1 CIMARRON 969155.3 21.7 .158E+11 4.9 .130 376.8 27.7
5 1 LAGOON 3402.5 .1 .475E+06 .0 .203 92.0 27.7
6 1 UNGAUGED-SEG 1 10134.7 .2 .134E+08 .0 .361 46.9 16.9
7 1 UNGAUGED-SEG 2 6709.6 .2 .585E+07 .0 .361 46.9 16.8
8 1 IJNGAUGED-SEG 4 67682.6 1.5 .596E+09 .2 .361 92.0 27.7
9 1 UNGAUGED-SEG 5 4138.2 .1 .223E+07 .0 .361 92.0 27.6

10 1 UNGAUGED-SEG 6 11035.2 .2 .158E+08 .0 .361 92.0 27.6
11 3 CLEVELAND STPS 10249.1 .2 .420E+07 .0 .200 10249.1 .0
12 3 CIMARRON STPS 32229.9 .7 .416E+08 .0 .200 32229.9 .0
13 3 MANNFORD STP 2565.1 .1 .263E+06 .0 .200 2565.1 .0

PRECIPITATION 4242.4 .1 .450E+07 .0 .500 30.8 38.8
TRIBUTARY INFLOW 4410608.0 98.9 .322E+12 100.0 .129 414.2 13.6
POINT-SOURCE INFLOW 45044.1 1.0 .460E+08 .0 .151 15014.7 .0
***TOTAL INFLOW 4159894.0 100.0 .322E+12 100.0 .127 413.3 13.7
GAUGED OUTFLOW 1400865.0 31.4 .132E÷12 40.9 .259 132.7 8.6
ADVECTIVE OUTFLOW -26.6 .0 .296E+11 9.2 9.999 132.7 .0
***TOTAL OUTFLOW 1400839.0 31.4 .133E+12 41.2 .260 132.7 4.3
***RETENTION 3059056.0 68.6 .275E÷12 85.6 .172 .0 .0

HYDRAULIC -...... . . ...... TOTAL P --------------
OVERFLOW RESIDENCE POOL RESIDENCE TURNOVER RETENTION

RATE TIME CONC TIME RATIO COEF
N/YR YRS MG/M3 YRS - -

96.66 .0808 163.6 .0313 13.4246 .6859

7he output frtnat sunmarizes the water and mass balance calculations over
the entire reservoir. Results f)r the Total N balance are not shown. Results
are reviewed to ensure that an accurate water balance has been established
and that all drainage areas have been accounted for be/i)re proceeding to sub-
sequent modeling steps. The output includes a mean, variance, and CVjbr
each water and mass balance tenn. In the case of the mass balance, loading
means and variances are also exvpressed as percentages of the total inflow
mean and variance, respectively. These provide perspectives on predominant
loading and error sources. The v'ariance distribution cani he used to prioritize
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future data collection eflorts l)y keying on the major sources of error (e.g., by
increasing sampling frequencies).

The tables also include hydrologic summary statistics (surface overflow rate
and hydraulic residence time) and mass balance statistics Onass residence
time, turnover ratio, and retention coefficient). As discussed above, the mass
residence time and turnover ratio are used in selecting an appropriate averag-
ing period for water and mass balance calculations.

In the case of the Keystone phosphorus balance, the turnover ratio is 13.4,
which means that phosphorus stored in the water column was displaced
approximately 13.4 times during the 5-month balance period based upon
observed pool phosphorus concentrations. 7his is a relatively favorable ratio
for mass balance modeling because it indicates that pool nutrient levels are
not likely to reflect loading conditions experienced prior to the mass balance
period. As discussed above, a turnover ratio of 2 or more is desirable for
modeling purposes.

Procedure: List I BaLances I Detailed

SEGMENT BALANCE BASED UPON ESTIMATED CONCENTRATIONS
COMPONENT: TOTAL P SEGMENT: 3 ARKANSAS LOWER

-.. FLOW -.-- -- LOAD -- CONC
ID T LOCATION HM3/YR % KG/YR % MG/M3
........... ............................................................S........................................................................
PRECIPITATION 31.80 .4 979.0 .1 30.8
ADVECTIVE INFLOW 7110.40 99.6 1366361.0 73.5 192.2
NTT INFLOW 7142.20 100..0197.0 100.0 60.4

AVDTZVOUTFLOW 7088.20 99.2 1085383.0 58.4 153.1
***TOTA OUTFLOW 7088.20 99.2 1085383.0 58.4 153.1

***EVAPORATION 54.00 .8 .U .0 .0
***RETENTION .00 .0 774385.1 41.6 .0
S........................................................................
REID. TIME = .031 YRS, OVERFLOW RATE = 281.3 M/YR° DEPTH = 8.8 N

SEGMENT BALANCE BASED UPON ESTIMATED CONCENTRATIONS
COMPONENT: TOTAL N SEGMENT: 3 ARKANSAS LOWER

--- FLOW --- LOAD -- CONC
ID T LOCATION HM3/YR % KG/YR % MG/M3S........................................................................
S........................................................................
PRECIPITATION 31.80 .4 24822.0 .2 780.6
ADVECTIVE INFLOW 7110.40 99.6 9592980.0 92.2 1349.1
NET DIFFUSIVE INFLOW .00 .0 791456.0 7.6 .0
***TOTAL INFLOW 7142.20 100.0 10409260.0 100.0 1457.4
ADVECTIVE OUTFLOW 7088.20 99.2 8937663.0 85.9 1260.9
***TOTAL OUTFLOW 7088.20 99.2 8937663.0 85.9 1260.9
***EVAPORATION 54.00 .8 .0 .0 .0
***RETENTION .00 .0 1471595.0 14.1 .0

RESID. TIME .031 YRS, OVERFLOW RATE = 281.3 M/YR, DEPTH = 8.8 M

7his output fo)rmat presents detailed water and mass balances by segment.
Results are shown only fbr Segment 3. 7he summary includes flow, load, and
mean concentration fir each external source, discharge, and computed sum-
mary term. 7he summar, terms include internal tran.sfers (attributed to advec-
tion and excha•g•i' with nei,•,hhoring segin'ci.s) as well aus external inputs,

4-68 Champter 4 BATHTUB

S................... ..... .. .. . . ....• ... • __ _•. .. .... ....... ...... . ... ... ....... .•• ...... .. ...



outflows, and retention. The advective oufflow term for each segment is
derived from the flow balance.

Procedure: List / Balances / Sumry

CASE: Keystone Peservoir, Oklahoma

WATER BALANCE TERMS (HM3/YR):

-------------------------INFLOWS ----------STORAGE -... OUTFLOWS -- DOWNSTR

rEG EXTERNAL PRECIP ADVECT INCREASE ADVECT DISCH EXCHANGE EVAP

1 .700E+04 .106E+02 .OO0E+00 OOO0E+00 .699E+04 .0O0E+00 .904E+04 .180E+02
2 .143E+03 .3VRE+02 .699E+04 OOOEi+00 .711E+04 .000E+00 .220E+05 .540E+02
3 .000E+00 .318E+02 .711E+04 .00OE+00 .709E+04 .000E+O0 .180E+05 .540E+02
4 .335E+04 .106E+02 .OOOE+00 O00E2+00 .334E+04 .000E+00 .147E+04 .180E+02
5 .450E+02 .159E+02 .331.E+04 OO00E+0O .337E+04 .000E+00 .135E+04 .270E+02
6 .121E+03 .265E+02 .337E+04 .00E2+00 .348E+04 .OOOE+00 .4582+04 .4502+022
7 .0002+00 .106E+02 .106E+05 .0002+00- .2012.00 .106E+05 O000E+Ou .1802+02

MET .107E+05 i 38L+03 UOOOE+U0 .0002+00- .201E+00 .106E+05 .OOOE+00 .2342+03

MASS BALANCE TERMS (KG/YR) FOR: TOTAL P BASLD UPON ESTIMATED) CONCS:

----- INFLOWS ----------STORAGE -- -- OUTFLOWS--- - NET NET
SEG EXTERNAL ATMOSP AOVECT INCREASE ADVECT 015211 EXCHANGE RETENT

1 .3362+07 .3262+03 .0002+00 .000E+00 .216E+07 .OOOE+00-.106E+07 .1442+06L2 .671Ei.04 .9792+03 .216E+07 U0002+00 .137E+07 .000L+00 .1962+06 .997E+06
3 .0002+00 .979E+03 .1372+07 .0002+00 .1092+07 .0002+00 .492E+06 .7742+06
4 .107E+07 .326E+03 .0002+00 .0002.00 .779E+06 .OOUE+0G-.117E+06 .177E+06
5 .4142+04 .490E.03 .779E+06 .0002.00 .517E+06 .0002+00 .518E+05 .3182+06
6 .136E+05 .8162+03 .517E+06 .0002+00 .3642+06 .0002+00 .1932+06 ..161E+06
7 .0002+00 .326E+03 .145E+07 .000E+UU-.266E+02 .115L+07 .2392+06 .539E+06

NET .4462+07 .424E+04 .0002+00 .O0OE+00-.266E+U2 .1152+07 .000E+00 .331E+07

MASS BALANCE TERMS (KG/YR) FOR: TOTAL N BASED UPKN ESTIMATED CONLS:
..... INFLOWS ---------- STORAGE ---- OUTFLOWS---- NET NET

SEG EXTERNAL ATMOSP ADVECT INCREASE ADVECT DISCH EXCHANGE RETENT

I .128E+08 .827E+04 O000E.00 .000E+00 .1092+08 .OOOE+00-.186E+07 .102E+06
2 .1692+06 .2482+05 .1092+08 .0002+00 .959E+07 .0002+00- .871E+05 .138E.07
3 .000E+00 .248E+05 .959E+07 .000E+00 .8942+07 .0002+00 .791E+06 .147E+07
4 .464E+07 .827E+04 .000E+00 .0002+00 .431E+07 .0OOE+00-.183E+06 .1522+06
5 .6682+05 .1242+05 .431E+07 .0002+00 .394E+07 .0002+00 .611E+05 .5162+06
6 .183E+06 .207E+05 .3942+07 .0002+00 .374E+07 .0002+00 .6702+06 .107E+07
7 .0002+00 .8272+04 .127E+08 .000E+00-.2402+03 .1552+08 .6032+06- .2162+07

NET .179E+08 .1082+06 .00UE+00 .OOUE+00-.240E+03 .155E+08 .0002+00 .252L+07

This is a condensed version of the water and inass- balances by 1 segment. Sum-
mary termis are presented in tables that depict the routinig of water and nutri-
ent mnass through the reservoir segmentsc. hlylow termis include external
watershed loadings, atmospheric loadings, and advection fromn upstrea~n seg-
mnents. Outflow termns include advection to downstream segments and specified
withdrawals or discharges. The ivater balance also includes storage, evapora-
tion, and gross dif/isive exchange with downstream segments, although the
latter is not a factor in the water balatice calculation because it occurs in both
directions. 7he mass ul~cance talbles also include storage, rete'ntion, and net
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exchange with adjacent (upstream and downstream) segments. in the mass bal-
ances, the net exchange term is formulated as an input (i.e., it will be positive
or negative), depending upon whether dispersion causes net transport of mass
into or out of the segment, r-.spectively.

Note that the advective outflow from each segment is calculatedjrom the water
balance. If the computed advective outflow from any segment (except those
segments that discharge out of the system) is less than zero, the water and bal-
ances are satisfied by backflow from downstream segments (i.e., the direction
of the advective flow at the corresponding segment interface is reversed). This
might occur, for example, fir a segment in which the evaporation rate exceeds
the sum of external inflow anld precipilation. The program handles this condi-
tion by reversing the flow direction. Solutions to water-balance and mass-
balance equations cannot be obtained if the net water inflow for the entire res-
ervoir (sum of inflows + precipitation - evaporation) is negative.

In the last (near-dam) segment, the advective outflow term of the water bal-
ance table represents the cumulative water balance error if the reservoir dis-
charge rate is specified. In the Keystone example, a residual water balance
error of -0.2 ht 3/year is indicated. Since this is small relative to the gauged
outflow (10,556 hm3/ year), the impact on the water and nutrient balance cal-
culations is negligible. 7his water balance has been achieved by adjusting
flow rates specUied fir ungauged drainage areas.

Procedure: List / Coutar

CASE: Keystono Reservoir, OkLahoma

T STATISTICS COMPARE OBSERVED AND PREDICTED MEANS
USING THE FOLLOWING ERROR TERMS:

1 = OBSERVED WATER QUALITY ERROR ONLY
2 - ERROR TYPICAL OF MODEL DEVELOPMENT DATA SET
3 a OBSERVED AND PREDICTED ERROR

SCLGNEhT: 1 ARKANSAS UPPER
OBSERVED ESTIMATED T STATISTICS

VARIABLE MEAN CV MEAN CV RATIO 1 2 3

TOTAL P' MG/M3 367.0 .09 308.9 .25 1.19 1.91 .64 .64
TOTAL Nd MG/M3 1575.0 .15 1554.3 .19 1.01 .09 .06 .05
C.NUTRIENT MG/M3 113.0 .14 109.4 .20 1.03 .24 .16 .13
CHL-A MG/M3 62.0 .62 40.1 .36 1.55 .70 1.26 .61
SECCHI N .2 .19 .2 .29 .89 -. 61 -. 41 -. 34
,RGANIC N Mu/M3 856.0 .14 1331.3 .25 .64 -3.15 -1.77 -1.53

TP-ORTHO-P MG/M3 250.0 .16 149.1 .25 1.68 3.23 1.41 1.73

etc.. for segments 2-6
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SEGMENT: 7 DAM AREA
OBSERVED ESTIMATED T STATISTICS

VARIABLE MEAN CV MEAN CV RATIO 1 2 3
-------------------- * ..... ^ ------------- ------- -- .... ---............... ... .-

TOTAL P MG/M3 145.0 .18 132.7 .24 1.09 .49 .33 .30
TOTAL N MG/M3 1277.0 .05 1196.9 .17 1.07 1.30 .29 .37
C.NUTRIENT MG/M3 78.8 .10 72.9 .16 1.08 .77 .3Y .42
CHL-A MG/M3 3.6 .57 5.5 .38 .65 -. 74 -1.23 -. 62
SECCHI M .5 .29 .5 .28 1.02 .08 .08 .06
ORGANIC N MG/M3 453.0 .02 426.2 .16 1.06 3.04 .24 .39
TP-QRTHO-P MG/M3 34.0 .50 51.0 .28 .67 -. 81 -1.11 -. 71S... ..................... ................................................

SEG14ENT: 8 AREA-WTD MEAN
OBSERVED ESTIMATED T STATISTICS

VARIABLE MEAN CV MEAN CV RATIO 1 2 3

TOTAL P MG/M3 163.6 .13 169.5 .17 .97 -. 28 -. 13 -. 16
TOTAL N MG/M3 1218.4 .09 1255.2 .14 .97 -. 33 -. 14 -. 18
C.NIUTRIENT MG/M3 76.1 .11 80.1 .13 .95 -. 47 -. 25 -. 30
CHL-A MG/M3 13.0 .56 9.6 .29 1.35 .53 .87 .47
SECCHI M .4 .28 .4 .16 1.03 .10 .10 .09
ORGANIC N MG/M3 570.8 .08 562.1 .16 1.02 .20 .06 .08
TP-ORTHO-P MG/M3 74.5 .20 71.3 .20 1.04 .21 .12 .15

This format compares observed a'ul predicted water quality cotulitions in each
model segment. It can be used to test model applicability to reservoirs with
adequate water quality monitoring data. Area-weighted means across all res-
ervoir segments are also calculated anld compared. T-statistics compare
observed and predicted tneans oil logarithmic scales using three alternative
measures of error:

a. The first test considers error in the observed value only, as specified in
Input Group 10. If the absolute value of'the T(l) is less than 2.0, the
observed mean is not signijicantly dijferent from the predicted mean at
the 95-percent confidence level, given the precision in the observed
mean value, which rýflects variability in the monitoring data and sam-
pling program design,

b. The second test (supplenenttry to the third) compares the error withi
the standard error estimated from the model development data set and
is independent of the observean and estimated CVs.

c. The third test considers observed and predicted CVs for each case,
variable, and segment. If the absolute value of T(3) exceeds 2, the
dfilrence between the observed and predicted means is greater than
expected (at the 95-percent confidence level), given potential errors in
the observed water quality data, model input data, and inherent model
errors.

Since deviations would be expected to occur by chance in 5 percent qf the tests
applied to reservoirs conjfinming to the mlodels, results of the T-tests should be
interpreted cautiously. Error terms used in calculating T(2) and T(3) have
been calibrated for predicting area-weighted mean co'nditions; observed versus
predicted deviations may be greaterfir station-mean or segment-mean values.
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In calculating the CVs.]br area-weighted mean observed conditions, the pro-
gram attributes the mnjor source of error to temporal variance and assumes
that the errors are correlated across stations. Note that comparisons of area-
weighted mean conditions are to be accurate only if sampling stations are dis-
tributed throughout the reservoir. If data sets do not provide adequate spatial
coverage, the observed/predicted comparisons must be based upon data from
individual segments with sufficient data.

Procedure: List / Diagmnos

CASE: Keystone Reservoir, OkLaho.m

OBSERVED AND PREDICTED DIAGNOSTIC VARIABLES
RANKED AGAINST CE MODEL DEVELOPMENT DATA SET

SEGMENT: 7 DAN AREA
----- VALUES -----.--- RANKS CX) ....

VARIABLE OUSERVED ESTIMATED OBSERVED ESTIMATEL

TOTAL P MG/M3 145.00 132.71 89.1 87.1
TOTAL N MG/M3 1277.00 1196.90 64.8 60.9
C.NUTRIENT MG/M3 78.83 72.90 83.9 81.4
CHL-A MG/M3 3.6D 5.50 10.7 24.4
SEUCHI M .50 .49 15.5 14.8
ORGANIC N MG/M3 453.00 426.24 46.5 41.7
TP-ORTHO-P MG/M3 34.00 50.96 55.2 71.2
ANTILOG PC-i 323.73 387.01 58.4 63.6
ANTILOG PC-2 1.66 2.21 .5 2.1
(N - 150) / P 7.77 7.89 12.5 13.0
INORGANIC N / P 7.42 9.43 8.2 12.4
TURBIDITY 1/M '1.91 1.91 90.3 90.3
ZMIX * TURBIDITY 14.23 14.23 97.4 97.4
ZMIX / SECCHI 14.90 15.25 97.5 97.7
CHL-A * SECCHI 1.80 2.69 .7 3.0
CHL-A / TOTAL P .02 .04 .1 .7
FREQ(CHL-a>10) % 2.51 10.13 .0 .0
FREQ(CHL-a>20) % .11 .84 .0 .0
FREQ(CHL-a>30) % .01 .12 .0 .0
FREQ(CNL-a>40) % .00 .02 .0 .0
FREQ(CHL-a>50) % .00 .01 .0 .0
FREQ(CHL-a>60) % .00 .00 .0 .0
CARLSON TSI-P 75.91 74.64 .0 .0
CARLSON TSI-CHLA 43.17 47.32 .0 .0
CARLSON TSI-SEC 69.99 70.33 .0 .0

This format lists observed values, estimated values, and error ratios and ranks
them against the model development data set. Approximate rankings are com-
putedfrom the geometric mean and geometric standard deviation 01area-
weighted mean observed values in the model development data set assuming a
log-normal distribution. 7he variable list includes the basic network variables
plus nine composite variables that are useful for diagnostic purposes. Diag-
nostic variables are used to assess the relative importance of phosphorus,
nitrogen, and light as controlling factors, as outlined in Table 4.6.
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Procedure: List / Profiles

CASE: Keystone Reservoir, Oklahoma

PREDICTED CONCENTRATIONS:
VARIABLE SEGMENT--> 1 2 3 4 5 6

7 8S................................................. ....... ............. =.......

'7 TOTAL P NG/M3 308.93 192.16 153.13 233.24 153.42 104.83
132.71 169.46

TOTAL N MG/M3 1554.32 1349.15 1260.92 1291.77 1167.48 1077.22
1196.90 1255.19

C.NUTRIENT NG/M3 109.44 88.66 79.22 88.10 74.21 62.20
72.90 80.07

CHL-A MG/M3 40.11 6.88 5.96 13.60 6.93 6.92
5.50 9.65

SECCHI M .22 .36 .39 .21 .40 .62
.49 .41

ORGANIC N MG/M3 1331.32 509.55 475.98 798.97 489.75 423.97
426.24 562.13

TP-ORTHO-P MG/M3 149.06 69.76 64.11 124.57 63.22 42.57
50.96 71.34

This is a short summty (if predicted concentrations in each model segment.

Procedure: List / FLo~ot

SEGMENT NETWORK: FLOWS IN HM3/YR

* SEGMENT: 1 ARKANSAS UPPER INFLOW OUTFLOW EXCHANGE
PRECIP AND EVAPORATION: 10.60 18.00

EXTERNAL INFLOW: 2 ARKANSAS INFLOW 6770.00
EXTERNAL INFLOW: 3 HELLROARING 10.00
EXTERNAL INFLOW: 6 UNGAUGED-SEG 1 216.00
EXTERNAL INFLOW: 11 CLEVELAND STPS 1.00

DISCHARGE TO SEGMENT: 2 ARKANSAS MID 6989.60 9043.10

************~** SEGMENT: 2 ARKANSAS MID INFLOW OUTFLOW EXCHANGE

PRECIP AND EVAPORATION; 31.80 54.00
INFLOW FROM SEGMENT: 1 ARKANSAS UPPER 6989.60 9043.10

EXTERNAL INFLOW: 7 UNGAUGED-SEG 2 143.00
DISCHARGE TO SEGMENT: 3 ARKANSAS LOWER 7110.40 22018.01

* SEGMENT: 3 ARKANSAS LOWER INFLOW OUTFLOW EXCHANGE
PRECIP AND EVAPORATION: 31.80 54.00

INFLOW FROM SEGMENT: 2 ARKANSAS MID 7110.40 22018.01
DISCHARGE TO SEGMENT: 7 DAM AREA 70a8.20 17980.92

* SEGMENT: 4 CIMARROIE UPPER INFLOW OUTFLOW EXCHANGE

PRECIP AND EVAPORATION: 10.60 18.00
EXTERNAL INFLOW: 4 CIMARRON 2572.00
EXTERNAL INFLOW: 5 LAGOON 37.00
EXTERNAL INFLOW: 8 UNGAUGED-SEG 4 736.00
EXTERNAL INFLOW: 12 CIMARRON SIPS 1.00

DISCHARGE TO SEGMENT: 5 CIMARRON MID 3338.60 1468.88

* SEGMENT: 5 CIMARRON MID INFLOW OUTFLOW EXCHANGE
PRECIP AND EVAPORATION: 15.90 27.00

INFLOW FROM SEGMENT: 4 CI14ARRON UPPER 3338.60 1468.88
EXTERNAL INFLOW: 9 UNGAUGED-SEG 5 45.00

DISCHARGE TO SEGMENT: 6 CIMARRON LOWER 3372.50 1346.13

****** SEGMENT: 6 CIMARRON LOWER INFLOW OUTFLOW EXCHANGE
PRECIP AND EVAPORATION: 26.50 45.00

iNFLOW FROM SEGMENT: 5 CIMARRUN MID 3372.50 1346.13
EXTERNAL INFLOW: 10 UNGAUGEU-SEG 6 120.00
EXTERNAL INFLOW: 13 MANNFORD STP 1.00
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DISCHARGE TO SEGMENT: 7 DAM AREA 3475.On 4582.44

* SEGMENT: 7 DAM AREA INFLOW OUTFLOW EXCHANGE
PRECIP AND EVAPORATION: 10.60 18.00 0

INFLOW FROM SEGMENT: 3 ARKANSAS LOWER 7083.20 17980.92
INFLOW FROM SEGMENT: 6 CIMARRON LOWER 3475.00 4582."

OUTFLOW / WITHDRAWAL: 1 ARKANSAS OUTFLOW 10556.00
DISCHARGE OUT OF SYSTEM: -. 20

This format summarizes the water balance for each segment. Inflow, outflow,
and exchange terms are listed. Th7is is helpfid for checking segment/tributary
linkage against schematic diagrams such as Figure 4.9.

Procedure: List I Table

CASE: Keystone Reservoir, OkLahona

TOTAL P MG/M3
TOTAL N MG/M3
CHL-A MG/M3
SECCHI M

Segment TOTAL P TOTAL N CHL-A SECCHI
I ARKANSAS UPPER 308.93 1554.32 40.11 .22
2 ARKANSAS MID 192.16 1349.15 6.88 .36
3 ARKANSAS LOWER 153.13 1260.92 5.96 .39
4 CIMARRON UPPER 233.24 1291.77 13.60 .21
5 CIMARRON MID 153.42 1167.48 6.93 .40
6 CIMARRON LOWER 104.83 1077.22 6.92 .62
7 DAM AREA 132.71 1196.90 5.50 .49
8 AREA-WTD MEAN 169.46 1255.19 9.65 .41

User selects variables to he included from a list of all predicted variables.
Values fir Total P, 2otal N, Chl a, and Secchi are selected in this example.

Procedure: List / Short

Keystone Reservoir, Oktahoma

SEGMENT - 1 ARKANSAS UPPER
CONSERVATIVE SUBw .0 TOTAL P MG/M3z 308.9 TOTAL N MG/M3u 1554.3
CHL-A MG/M3u 40.1 SECCHI M= .2 ORGANIC N MG/M3w 1331.3
TP-ORTHO-P MG/M3z 149.1 HOD-V MG/M3-DAY= .0 MOO-V MG/M3-DAY= .0
C.NUTRICNT MG/M3= 109.4 ANTILOG PC-i 3207.1 ANTILOG PC-2 * 5.7
(N - 15U) / P z 4.5 ZMIX * TURBIDITY= 4.1 ZNIX / SECCH! = 5.3
CHL-A * ILCCHI a 9.0 CHL-A / TOTAL P = .1 TURBIDITY 1/M= 3.4
INORGA!NIC N / P - 1.4 FREQ(CHL-a>IO) %= 97.3 FREO(CHL-a>20) %a 79.2
FREQ(CHL-a>30) %= 56.3 FREQ(CHL-a>40) 7= 38.0 FREQ(CHL-a>50) %= 25.3
FREQ(CHL-o>60) %= 16.9 CARLSON TSI-P B6.8 CARLSON TSI-CHLA= 66.8
CARLSON TSI-SEC • 81.5

u5ULNT = 4 LIHARNuN UPPER
CONSERVATIVE SUB= .0 TOTAL P MG/M3z 233.2 TOTAL N MG/M3= 1291.8
CHL-A MG/M3= 13.6 SECCIII M= .2 ORGANIC N MG/M3= 799.0
TP-ORTHO-P MG/M3= 124.6 HOD-V MG/M3-DAYu .0 MOO-V MG/M3-DAY= .0
C.NUTRIENT MU/M3= 88.1 ANTILOG PC-I - 1332.2 ANTILOG PC-2 * 2.5
(N - 150) / P - 4.9 ZMIX * TURBIDITYw 11.4 ZMIX / SECCHI u 12.3
CHL-A * SECCHI - 2.9 CHL-A / TOTAL P - .1 TURBIDITY I/Mu 4.4
INORGANIC N / P - 4.5 FREQWCHL-a>10) %= 57.4 FREO(CHL-a>20) %a 17.6
FREQ(CHL-ao3O) %= 5.6 FREQ(CHL-a>40) % 2.0 FREQ(CHL-a>50) 74, .8
FREO(CHL-a>6U) %= .3 CARLSON TSI-P * 82.8 CARLSON TSI-CHLAu 56.2
CARLSON TSI-SEC = 62.4

0
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SEGMENT = 7 DAM AREA
CONSERVATIVE SUB= .0 TCTAL P MG/M3= 132.7 TOTAL N MG/M3= 1196.9
CAL-A MG/M3= 5.5 SECCHI Ma .5 ORGANIC N MG/M3= 426.2
TP-ORTHO-P MG/M3= 51.0 HCOO-V MG/M3-DAYc .0 MOD-V MG/N3-DAY= .0
C.NUTRIENT NG/M3= 72.9 ANTILOG PC-I = 387.0 ANTILOG PC-2 = 2.2
(W - 150) / P a 7.9 ZMIX * TURBIDITY= 14.2 ZNIX / SECCHI a 15.3
CHL-A * SECCHI - 2.7 CHL-A / TOTAL P a .0 TURBIDITY l/im 1.9
INORGANIC N / P = 9.4 FREQ(CHL-a>10) X= 10.1 FREQ(CHL-a820) % .8
FREQ(CHL-a>30) %- .1 FREQ(CHL-a>40) X, .0 FREQ(CHL-a>50) X= .0
FREQ(CHL-a>60) %= .0 CARLSON TSI-P = 74.6 CARLSON TSI-CHLA= 47.3
CARLSON TSI-SEC * 70.3

Procere: Run / Sesmitivity / Total P

PROFILE SENSITIVITY ANALYSIS FOR: TOTAL P
DECAY DISPERSION SEGMENT
FACTOR•FACTOR 1 2 3 4 5 6 7 8

.50 .25 458.0 276.5 202.0 282.5 200.5 125.0 163.0 227.1

.50 1.00 339.2 239.6 203.2 259.6 193.8 148.8 181.8 213.2

.50 4.00 245.9 211.7 199.5 214.6 188.8 176.8 191.6 200.8

1.00 .25 439.0 219.6 144.6 257.0 157.1 86.3 111.8 180.9
1.00 1.00 308.9 192.2 153.1 233.2 153.4 104.8 132.7 169.5
1.00 4.00 207.1 167.5 153.8 181.3 148.2 131.4 145.7 157.6

2.00 .25 408.6 166.1 98.0 223.8 115.7 56.4 72.5 139.4
2.00 1.00 279.3 149.7 110.7 202.8 115.4 70.1 92.4 1L1.1
2.00 4.00 173.8 129.8 115.2 151.5 113.2 94.0 107.1 121.0

OBSERVED: 367.0 .0 149.0 234.0 130.0 99.0 145.0 163.6

This procedure tests the sensitivity analysis of predicted concentrations to lon-
gitudinal dispersion and decay (sedimentation) rates. These are two major
factors controlling the prediction of spatial gradients in reservoirs. Dispersion
rates are varied by a factor of 4, and decay rates, by a factor of"2, in rough
proportion to expected error nagnitudes for nutrient sedimentation options I
or 2 and dispersion option 1 (Walker 1985). Generally, concentrations tend to
be more sensitive to dispersion in upper-pool segments, where dispersion
accounts fir dilution qo major itnlows, Sensitivity to decay rate is usually
greater in near-dam segments, as compared with upper-pool segments.

Plot procedures compare observed and predicted concentrations in each model
segment. The Plot/Some procedure is demonstrated below.

B A T H T U B VERSION 5.3
Case Run Lit Plot Utilities Help Quit
Nutrientv ALL Somne pefine

PLot SeLected VariabLe(s)

SELECT VARIABLES TO BE PLUTTEL)
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VARIABLE
CONSERVATIVE SUB
TOTAL P MG/IA3
TOTAL N MG/M3

CHL A MG/M3
SECCHI M
ORGANIC N MG/M3
TP-ORTHO-P MG/M3
HOD-V MG/M3-DAY
MOD-V MG/M3-DAY
C.NUTRIENT MG/M3

ANTILOG PC-1
ANTILOG PC-2

(N - 150) / P
ZMIX * TURBIDITY
ZMIX / SECCHI
CHL A * SECCHI
CHL A / TOTAL P
TURBIDITY I/M

PRESS <SPACE> TO SELECTC*) OR NO( ), <ENTER>DONE, <a- ALL, <n>=NONE

These variables are identified in Table 4.6. The list extends below those listed
in the window, to see the remainder of the list, press < PDn > . For demon-
stration purposes, Total P, Total N, C/l a, and Secchi w e selected by mov-
ing the cursor to each field and pressing the < Space > bar:

SELECT VARIABLES TO BE PLOTTED

VARIABLE
CONSERVATIVE SUB

* TOTAL P MCj/M3
* TOTAL N MG/M3
* CHL A MG/M3
* SECCHI M

ORGANIC N MG/M3
TP-ORTHO-P MG/M3
HOD-V MG/M3-DAY
MOD-V MG/M3 DAY
C.NUTRIENT MG/M3
ANTILOG PC-i
ANTILOG PC-2

(N - 150) / P
ZMIX * TURBIDITY
ZMIX / SECCHI
CHI. A * SECCHI
CHL A / TOTAL P
TURBIDITY 1/M

PRkSS <SPACE> TO SELECT(O) OR NO( ), <ENTER>=DONE, <a>= ALL, <n,=NONE

Plot format is selectedfrom the following choices.

SELECT PLOT FORMAT
SOBS, EST vs. SEGMENT

OBSERVED VS. PREDICTED
OBS/PREDICTED RATIOS
ALL
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The first format is selected for demonstration. This compares observed and
"predicted concentrations by model segment. Solid symbols are mean values.
Vertical lines are mean ± 1 standard error. Plots that follow are in the same
order as the selected variable list.

TOTAL P NGM3
MEA */- I STMIADAi ERROR
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0
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Input files should be saved before quitting. 7Ype 'Y' or 'y' to end session.

7ype any other key to return to menu.

Instructional Cases

The following hypothetical cases illustrate BATHTUB applications to pre-
dict among-reservoir or within-reservoir (spatial or temporal) variations in
trophic-state indicators. Each case is described by (a) a basic data sheet
showing the segmentation scheme and essential input data and (b) a listing of
BATHTUB input file (default option and model settings excluded). The fol-
lowing examples are presented:

C= Segmentation Scheme

I Single reservoir, spatially averaged

2 Single reservoir, spatially segmented

3 Reservoir embayment, spatially segmented

4 Single reservoir, spatially averaged, multiple scenario

5 Collection of reservoirs, spatially averaged

These simple cases can be used for train;ng purposes or as templates for creat-
ing real applications. An input file for each case is supplied with the pro-
gram. The following procedure is suggested:

a. Seiect application of interest fi'om listings below.

b. Review basic data sheet.

c. Review listing of BATHTUB input values.

d. Start program, read case data file, and execute model.

e. List and review model output.

f. Plot observed and predicted variables.

g. Edit case data and rerun the model to evaluate sensitivity to loadings or
other input parameters of interest.
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Basic data sheet for Case 1

SingLe reservoir, spatiaLly averaged

C

A D

Mass BaLance Period: 1 October 1979 - 1 October 1980

Stream Monitoring Data:

Drainage Mean FLow-Weighted
Ar~a Fiow Total P Concentration

S • ream hm Lyr ppb
A 380 1,014 60

100 300 167
C 50 150 167
D 570 1,430 (Not Measured)

Atmospheric total P Lo.d = 30 kg/km
2

-yr
Precipitation rate = r.rnm/yr
Evaporation rate . 1.u mi-
Reservoir tota' volt?". 704 hx

3

Reservoir total buuf.•" - 40 vm 
2

Reservoir total len- . .- U ,m
Reservoir surface -Lev' ion I Oct 1979 N 180.0 m

Reservoir suifmce Lt,-ation 1 Oct 1980 = 179.5 m
Observed pooL atc" .juality data: None

Listing of input values for Case 1

SingLe Reservoir, 1 Segment

ATMOSPHERIC LOADS & AVAILABILITY FACTORS:
ATMOSPHERIC-LOAMS AVAILABILITY

VARIABLE KG/KM2-YR CV FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .50 1.00
3 TOTAL N 1000.00 .50 .59
4 ORTHO P 15.00 .50 .OC
5 INORG N 500.00 .50 .79

GLOBAL INPUT VALUES:
PARAMETER MEAN CV
PERIOD LENGTH YRS 1.000 .000
PRECIPITATION M .000 .200
EVAPORATION M .000 .300
INCREASE IN STORAGE M .000 .000
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TRIBUTARY DRAINAGE AREAS AND FLOWS:
ID TYPE SEG NAME DRAINAGE AREA KEAN FLOW CV OF MEAN FLOW

KM2 113/YR
1 1 1 stream a 380.000 1014.000 .000
2 1 1 stream b 100.000 300.000 .000
3 1 1 stream c 50.000 150.000 .000
4 4 1 outflow d 570.000 1430.000 .000

TRIBUTARY CONCENTRATIONS (PPB): NEAN/CV
ID CONSERV TOTAL P TOTAL N ORTHO P INORG N
1 ,0/ .00 60.0/ .00 .0/ .00 .0/ .00 .0/ .00
2 .0/ .00 167.0/ .00 .0/ .00 .01 .00 .0/ .00
3 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
4 .0/ .00 .0/ .00 .0/ .00 .01 .00 .0/ .00

MODEL SEGMENTS & CALIBRATION FACTORS:
. ........... CALIBRATION FACTORS -----------

SEG OUTFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI HOD DISP
1 0 1 single 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000

SEGMENT MORPHONETRY: MEAN/CV
LENGTH AREA ZNEAN ZMIX ZHYP

ID LABEL KM KN2 M M N
1 single 30.00 40.0000 17.60 8.03/ .12 .00/ .00

SEGMENT OBSERVED WATER QUALITY:
SEG TURBID CONSER TOTALP TOTALN CHL-A SECCHI ORG-N TP-OP HOOV MODV

1/N --- MG/M3 MG/M3 NG/M3 M MG/M3 MG/M3 MG/N3-D MG/M3-D
1 MNh .10 .0 .0 .0 .0 .0 .0 .0 .0 .0

CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00

CASE NOTES:
single reservoir

spatiatLy averaged

Basic data sheet for Case 2

SingLe Reservoir, SpatiaLLy Segmented

C

A --.

Mass Balance Period: 1 October 1979 -1 October 1980

Stream Monitoring Data; Same as CASE 1
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Segment Morphometry:

Surfacs Area VoLuLe Length
Segment km hm km
Upper 8 64 10
Middle 16 256 10
Lower 16 384 10

Atmospheric total P Load = 30 kg/km2
-yr

Precipitation rate = 0.7 m/yr
Evaporation rate a 1.0 rn/yr
Reservoir surface elevation 1 Oct 1979 w 180.0 m
Reservoir surface elevation 1 Oct 1980 = 179.5 m
Observed pool water quality data: None

Listing of input values for Case 2

1 Reser-oir, 3 Segments

ATMOSPHERIC LOADS & AVAILABILITY FACTORS:

Ai(ASPHERIC-LOADS AVAILABILITY
VARIABLE KG/KN2-YR CV FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .00 1.00
3 TOTAL N .00 .00 .00
4 ORTHO P .00 .00 .00
5 INORG N .00 .00 .00

GLOBAL INPUT VALUES:
PARAMETER MEAN CV
PERIOD LENGTH YRS 1.000 .000
PRECIPITATION N .700 .000
EVAPORATION M 1.000 .000
INCREASE IN STORAGE M -. 500 .000

TRIBUTARY DRAINAGE AREAS AND FLOWS:
ID TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF MEAN FLOW

KM2 HM3/YR
1 1 1 Stream A 380.000 1014.000 .000
2 1 2 Stream B 100.000 300.000 .000
3 1 3 Stream C 50.000 150.000 .000
4 4 3 Stream 0 570.000 1430.000 .000

TRIBUTARY CONCENTRATIONS (PPB): MEAN/CV
ID CONSERV TOTAL P TOTAL N ORTHO P INORG N

1 .0/ .00 60.0/ .00 .0/ .00 .0/ .00 .0/ .00
2 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
3 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
4 .0/ .00 .0/ .00 .0/ .00 .0/ .00 .0/ .00

MODEL SEGMENTS & CALIBRATION FACTORS:
- ----------- CALIBRATION FACTORS -----------

SEG OUTFLOW GROUP SEGMENT NAME F SED N SED CHL-A SECCHI HOD DISP
1 2 1 Upper Pool 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
2 3 1 Mid Pool 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
3 0 1 Near Dam 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000

SEGMENT MORPHOMETRY: MEAN/CV
LENGTH AREA ZMEAN ZMIX ZHYP

ID LABEL KN KM2 M M M
1 Upper Pool 10.00 8.0000 8.00 6.09/ .12 .00/ .OU
2 Mid Pool 10.00 16.0000 16.00 7.87/ .12 .00/ .00
3 Near Dam 10.00 16.0000 24.00 8.35/ .12 .00/ .00
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SEGMENT OBSERVED WATER QUALITY:
SEG TURBID CONSER TOTALP TOTALN CHL-A SECCHI ORG-N TP-OP HOOV MODV

1/M --- MG/M3 MG/M3 MG/M3 M MG/M•3 MG/M3 MG/M3-0 MG/M3-D0 PIN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0
CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00

2 MN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0
CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00

3 NN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0
CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00

CASE NOTES:
single reservoir

3 segments

Basic data sheet for Case 3

Reservoir Embayment, Spatially Segmented

AC

1 °3
Mass Balance Period: 1 October 1979 - 1 October 1980

Stream Monitoring Data: Same as CASE 1

Segment Morphometry: Same as CASE 2

Estimated diffusive exchange with main reservoir = 2,000 hm3 /yr
Total P concentration in main reservoir = 15 mg/m 3

Atmospheric total p load = 30 kg/km 2-yr
Precipitation rate = 0.7 m/yr
Evaporation rate = 1.0 m/yr
Reservoir surface elevation I Oct 1979 = 180.0 i
Reservoir surface elevation I Oct 1980 = 179.5 in
Observed pool water quality data: None

Listing of input values for Case 3

Segmented Res. Embaynent

ATMOSPHERIC LOADS & AVAILABILITY FACTORS:
ATMOSPHERIC-LOADS AVAILABILITY

VARIABLE KG/KM2-YR CV FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .00 1.00
3 TOTAL N .00 .00 .00
4 ORTHO P .00 .00 .00
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S INORG N .00 .00 .00

GLOBAL INPUT VALUES:
PARAMETER MEAN CV
PERIOD LENGTH YRS 1.000 .000
PRECIPITATION M .700 .000
EVAPORATION N 1.000 .000
INCREASE IN STORAGE M -. 500 .000

TRIBUTARY DRAINAGE AREAS AND FLOWS:
ID TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF MEAN FLOW

KM2 H.13/YR
1 1 1 Stream A 380.000 1014.000 .000
2 1 2 Stream B 100.000 300.000 .000
3 1 3 Stream C 50.000 150.000 .000
4 4 3 Stream D 570.000 1430.000 .000
5 6 3 Exchange .000 2000.000 .000

TRIBUTARY CONCENTRATIONS (PPB): MEAN/CV
ID CONSERV TOTAL P TOTAL N ORTHO P INORG N

1 .0/ .00 60.0/ .00 .0/ .00 .0/ .00 .0/ .00
2 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
3 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
4 .0/ .00 .0/ .00 .0/ .00 .0/ .00 .0/ .00
5 .0/ .O0 15.0/ .00 .0/ .00 .0/ .00 .0/ .00

MODEL SEGMENTS & CALIBRATION FACTORS:
-........... CALIBRATION FACTORS ...........

SEG OU.TFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI H00 DISP
1 2 1 Upper Pool 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
2 3 1 Mid Pool 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
3 0 1 Near Dam 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000

SEGMENT MORPHOMETRY: MEAN/CV
LENGTH AREA ZMEAN ZMIX ZHYP

ID LABEL KM KM2 N M M
1 Upper Pool 10.00 8.0000 8.00 6.09/ .12 .00/ .00
2 Mid Pool 10.00 16.0000 16.00 7.87/ .12 .00/ .00
3 Near Dam 10.00 16.0000 24.00 8.35/ .12 .00/ .00

SEGMENT OBSERVED WATER QUALITY:
SEG TURBID CONSER TOTALP TOTALN CHL-A SECCHI ORG-N TP-OP HOOV NODV

1IN --- NG/N3 MG/M3 NG/M3 N NG/N3 MG/M3 MG/M3-D NG/M3-D
1MN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0

CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
2 MN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0

CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
3 MN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0

CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00

CASE NOTES:
single reservoir embayment, spatiaLLy segmented
Tributary #5 (TYPE CODE=6) is used to specify exchange between Last seynht and
dol•nstream reservoir area.

Basic data sheet for Case 4

SingLe reservoir, SpatiaLly Averaged, MultipLe Load Scenario

0
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0C

A 1980 CONDITIONS

B C

A 1985 CONDITIONS

13 C

A 1990 CONDITIONS

Mass BaLance Period: 1 yr

Stream Inflow Data:

Drainage Mean FLow-Weighted
Arsa F~ow Total P Concentration
km hm /yr ppb Scenario

A 380 1,014 60 1980 conditions
A 380 1,014 120 1985 conditions
A 380 1,014 180 1990 conditions
B 100 300 167 1980, 1985, 1990 conditions
C 50 150 167 1980, 1985, 1990 conditions

Atmospheric total P Load = 30 kg/km2 -yr
Precipitation rate = 0.7 m/yr
Evaporation rate = 1.0 m/yr
Reservoir total volume = 704 hO3

Reservoir total surface area = 40 km2

Reservoir total length = 30 km
Reservoir surface elevations constant

Listing of input values for Case 4

single Reserv, 4 Scenarios

ATMOSPHERIC LOADS & AVAILABILITY FACTORS:
ATMOSPHERIC-LOADS AVAILABILITY

VARIABLE KG/KM2-YR CV FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .00 1.00
3 TOTAL N .00 .00 .00
4 ORTHO P .00 .00 .00
5 INORG N .00 .00 .00

GLOBAL INPUT VALUES:
PARAMETER MEAN CV
PERIOD LENGTH YRS 1.000 .000
PRECIPITATION M .700 .000
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EVAPORATION M 1.000 .000
INCREASE IN STORAGE M .000 .000

TRIBUTARY DRAINAGE AREAS AND FLOWS:
ID TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF MEAN FLOW

KM2 KM3/YR
1 1 1 Stream A 1980 380.000 1014.000 .000
2 1 1 Stream B 1980 100.000 300.000 .000
3 1 1 Stream C 1980 50.000 150.000 .000
4 1 2 Stream A 1985 380.000 1014.000 .000
5 1 2 Stream B 1985 100.000 300.000 .000
6 1 2 Stream C 1985 50.000 150.000 .000
7 1 3 Stream A 1990 380.000 1014.000 .000
8 1 3 Stream B 1990 100.000 300.000 .000
9 1 3 Stream C 1990 50.000 150.000 .000

TRIBUTARY CONCENTRATIONS (PPB): MEAN/CV
ID CONSERV TOTAL P TOTAL N ORTHO P INORG N

1 ,0/ .00 60.0/ .00 .0/ .00 .0/ .00 .0/ .00
2 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
3 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
4 .0/ .00 120.0/ .00 .0/ .00 .0/ .00 .0/ .00
5 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
6 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
7 .0/ .00 180.0/ .00 .C/ .00 .0/ .00 .0/ .00
8 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
9 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00

MODEL SEGMENTS & CALIBRATION FACTORS:

............ CALIBRATION FACTORS ...........

SEG OUTFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI HOD DISP
1 0 1 1980 Conditions 1.00 1.00 1.00 1.,10 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
2 0 2 1985 Conditions 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
3 0 3 1990 Conditions 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000

SEGMENT NORPHOIETRY: NEAN/CV
LENGTH AREA ZNEAN ZJIX ZHYP

ID LABEL KN KN2 N N M
1 1980 Conditions 30.00 40.0000 17.60 8.03/ .12 .00/ .00
2 1985 Conditions 30.00 40.0000 17.60 3.03/ .12 .00/ .00
3 1990 Conditions 30.00 40.0000 17.60 8.03/ .12 .00/ .00

SEGMENT OBSERVED WATER QUALITY: (none)

CASE NOTES:
single reservoir, spatiaLLy averaged
muLtipLe load comparisons
each segment represents a different year

Basic data sheet for Case 5

CoLLection of Reservoirs, SpatiaLLy Averaged

4-86 Chapter 4 BATHTUB



SA RESERVOIR 1

8 RESERVOIR 2

C -RESERVOIR 3

Mass Balance Period: 1 yr

Reservoir Morphomet ry:

Surfaq Area Vo(Lure Length
Seg.ment km hmf km
1 8 64 10
2 16 256 10
3 16 384 10

Stream Monitoring Oita:

Drainage Mean FLow-Weighted
Ar~a F~ow Total P Concentration

Stream - km ppb
A 380 1,014 60
B 100 300 167
C 50 150 167

Atmospheric total P Load = 30 kg/km2 -yr
Precipitation rate = 0.7 rn/yr
Evaporation rate = 1.0 mn/yr
Reservoir surface elevations constant

Listing of input values for Case 5

Collection of reservoirs

ATMOSPHERIC LOADS & AVAILABILITY FACTORS:
ATMOSPHERIC-LOADS AVAILABILITY

VARIABLE KG/KM2-YR CV FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .00 1.00
3 TOTAL N .00 .00 .00
4 ORTHO P .00 .00 .00
5 INONG N .00 .00 .00
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GLOBAL INPUT VALUES:
PARAMETER MEAN CV
AVERAGING PERIOD YRS 1.000 .000
PRECIPITATION METERS .700 .000
EVAPORATION METERS 1.000 .000
STORAGE INCREASE METERS .000 .000

TRIBUTARY DRAINAGE AREAS AND FLOWS:
ID TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF ML,ýN FLOW

KM2 HN3/YR
1 1 1 Stream A 380.000 1014.000 .Or)
2 1 2 Stream B 100.000 300.000 .000

3 1 3 Stream C 50.000 150.000 .000

TRIBUTARY CONCENTRATIONS (PPB): MEAN,CV
ID CONSERV TOTAL P TOTAL N ORTHO P INURG N

1 .0/ .00 60.0/ .00 .0/ .00 .0/ .00 .0/ .00
2 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
3 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00

MOEL SEGMENTS & CALIBRATION FACTORS:
. ........... CALIBRATION FACTORS ...........

SEG OUTFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI HOD DISP
1 0 1 Reservoir 1 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000
2 0 2 Reservoir 2 1.00 1.00 1.00 1.00 1.00 1.000

cV: .000 .000 .000 .000 .000 .000
3 0 3 Reservoir 3 1.00 1.00 1.00 1.00 1.00 1.000

CV: .000 .000 .000 .000 .000 .000

SEGMENT MORPHOMETRY: MEAN/CV
LENGTH AREA ZMEAN ZMIX ZHYP

ID LABEL KM KM2 N M M
I Reservoir 1 10.00 8.0000 8.00 6.09/ .12 .00/ .00
2 Reservoir 2 10.00 16.0000 16.00 7.87/ .12 .00/ .00
3 Reservoir 3 10.00 16.0000 24.00 8.35/ .12 .00/ .00

SEGMENT OBSERVED WATER QUALITY:
SEG TURBID CONSER TOTALP TOTALN CHL-A SECCH1 ORG-N TP-OP HOOV MOOV

I/M --- MG/M3 MG/M3 MG/M3 M MG/M3 MG/M3 MG/M3-D MU/M3-D
I MN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0

CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
2 MN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0

CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
3 MN; .00 .0 .0 .0 .0 .0 .0 .0 .0 .0

CV: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00

CASE NOTES:
coLLection of reservoirs

spatiaLLy averaged

iii
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Appendix A
Installation

The programs require an IBM-compatible PC with at least a 286 proces-
sor, a math co-processor, and 3 megabytes of disk storage. At least 530 kilo-
bytes of conventional memory must be available for the programs to run.

Installation is initiated by inserting the distribution diskette in an appropri-
ate floppy drive and entering the following command:

> install c:

Note that drives other than c: may be substituted and that a parent directory
can be established (e.g., c:rnodels). The installation program creates destina-
tion directories for each set of program files and installs files to appropriate
directories. For instance, after issuing the command install c:, the following
occurs:

FLUX files are installed in directory c:\flux
PROFILE files are installed in directory c:\profile
BATHTUB files are instalied in directory cAbathtub

Assistance in the acquisition and implementation of the software is avail-
able by contacting:

Dr. Robert H. Kennedy
Environmental Laboratory
USAE Waterways Experiment Station
3909 Halls Ferry Road
Vicksburg, MS 39180-6199

Phone: (601) 634-3659
Fax: (601) 634-3713
E-mail: webmaster@limnos. wes. army.rmil

Software and update messages are also available on the Internet:

http://Iimnos.wes.army.mil/software/
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Appendix B
Conversion Factors

To obtain vak.n .zpeeeed in

w~ks dMultiply unit axpe'mwed in By

Concentration gramsicubic meter (gm/m 3 ) 1.000 x 103

milligrams/cubio meter (mg/n 3 ) micrograms/liter (#g/l) 1.000

milligrams/liter (mg/1) 1.000 x 103

parts/billion (ppb) 1.000

parts/million (ppm) 1.000 x 103

pounds/gallon (lb/gul) 1.198 x 108

Flow acre-foot/day (acre-ft/day) 4.502 x 101

cubic hectometers/year (hm 3 /yearl cubic feet/second (ft3 1s) 8.931 x 10-1

cubic meters/second (m3/s) 3.154 x 101

million gallons/day (mgd) 1.382

A'ea acres (acres) 4.047 x 10.3

square kilometers (km 2) hectares (ha) 1.000 x 10.2

square feet (ft2 ) 9.294 x 10-8

square moters (m2) 1.000 x 10-6

square miles 2.590

Depth foot (ft) 3.048 x 10"1

meters Wm) inches (in.) 2.540 x 10.2

Volume cubic meters (m3) 1.000 x 10-6

cubic hectometrs hn3) acre-foot (acre-ft) C.1234 x 10.2
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